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Abstract

Banks are more liquid, better capitalised, and more profitable in oil-dependent countries.
However, bank credit to the private sector is relatively low as a percentage of GDP. The low
level has been blamed, amongst other reasons, on governments’ reliance on the banking sector
to finance fiscal deficits. This study examines the crowding out effect of government domestic
borrowing using a panel data model for 28 oil-dependent countries over the period 1990-2012.
We estimate the model, using both fixed-effects and generalised method of moments estimators
and find that a one percent increase in government borrowing from domestic banks significantly
decreases private sector credit by 0.22 percent and has no significant impact on the lending rate
banks charge to the private sector. This finding suggests that government domestic borrowing
has resulted in the shrinking of private credit and works through the credit channel and not the

interest rate channel.

The economic dynamics of oil-rich countries are mainly determined by the world prices of oil
and gas and thus possess certain characteristics not shared by other economies. Over the last
decade, oil-dependent countries have made some attempts to diversify towards the non-oil
sector; in particular, significant priority has been given to the financial sector. This study

explores the impact of bank credit in the growth of oil-rich economies and tests if it differs in



the emerging non-oil sectors. We utilize both the panel cointegration and pooled mean group
techniques for 28 oil-dependent countries spanning 1990-2012. The findings suggest that bank
credit has a positive significant effect on GDP per capita growth (i.e by 0.06 percent) but no
significant impact on non-oil GDP per capita growth. Hence, banks do not yet provide adequate
credit to stimulate non-oil economic growth. The growth of non-hydrocarbon activity depends

mainly on government spending through hydrocarbon revenues.

Keywords: Private sector credit, Government domestic borrowing, Non-oil economic growth,

Oil-dependent economies, Pooled mean group, Generalised method of moments.
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Chapter 1

Introduction

1.1 Background to the Problem

Hydrocarbons account for a substantial share of total export and/or government revenues in oil-
rich countries. Hydrocarbons are directly linked to the petroleum and gas industries, for
example, (i) exploration and production, (ii) transport by pipelines (iii) processing facilities (oil
refineries, liquefaction terminals); while non-hydrocarbons are not directly linked to them. A
country is oil-rich if the share of hydrocarbons contributes at least 25% of total fiscal revenues
and/or total exports (IMF, 2012). Such dependence is as high as 90% in Algeria, Angola,
Azerbaijan, Nigeria, Equatorial Guinea and Venezuela, etc. and as low as 25% in Malaysia,
Indonesia, and Vietnam (WDI, 2014). Natural resources (even though agriculture, forestry,
fishing could be classified as natural resources, this research study defines ‘natural resources’
as the extractive industries or resources in the form of oil and gas) are a gift of nature and
countries with this resources are expected to be better-off than countries that do not have them.
Theoretically, abundant natural resources are expected to promote growth, for the reason that
resource richness can give a ‘big push’ to the economy through added investment in economic
infrastructure and human capital. However, in spite of the additional economic opportunities
offered by resource abundance, economic development in resource-rich countries has been
disappointing on average — a phenomenon known as the Natural Resource Curse (Sachs and

Warner 1995, 2001).

Various reasons have been identified for failures to effectively transform natural resources to
growth and development, notably (i) Dutch disease — based on the generally assumed
experience of the Netherlands after a resource boom in the 1960s. This is a situation when
revenues increase in the resource sector, which increases the demand for non-traded goods,
draws production factors away from non-resource-traded sectors, and makes the nation's
currency stronger (appreciates) which then renders other important sectors, i.e. the
manufacturing sector, less competitive (Corden and Neary, 1982; Van Wijnbergen, 1984).
Another explanation popular among researchers is (ii) transmission of commodity price
volatility (especially when exports and revenues are concentrated) — this is when a national
economy dominated by resource extraction is heavily exposed to the relatively high commodity

price volatility and thus to macroeconomic volatility (Van der Ploeg, 2011; Frankel, 2010),
1



which is not conducive for economic growth; and more importantly (ii1) rent-seeking, and
deterioration of institutions — that is differences in the quality of institutions such as bureaucratic
quality, legal and political systems, rule of law as well as property rights determine whether

natural resources are beneficial or harmful to an economy (Mehlum et al., 2006).

Natural resources represent a large and growing prospect in resource-rich countries but the
wealth has not led to sustainable and inclusive growth. Abundance of natural resources does
not automatically or always lead to poor outcomes and, in fact, there is no monotonic effect of
natural resource abundance on economic growth. For instance, United Arab Emirates turned
the resource curse into a blessing by investing massively in modern infrastructure, creating
employment, and improving social indicators (Fasano and Zubair, 2003); North America
produces more oil than Africa, but it has one of the lowest resource rents as a share of GDP
(International Energy Statistics, 2013); Norway is one of the top exporters of crude oil in the
world while maintaining a persistent lead in the United Nations Human Development Index
(Human Development Report, 2015). There are also a few other ‘success stories’ explored in
(Macehle, 2012): Chile, a copper producing country has diversified out of copper dependency
and greatly reduced poverty; Indonesia, an oil-producing country with one of the most pro-poor
growth episodes in modern economic history has made so much progress in agriculture and
rural sector development; Peru, a mineral producing country has experienced stellar growth
record in the last decade while reducing poverty by half; Botswana, a diamond-rich country is

a successful story with a steady growth record.

These experiences show that contrary to the conventional ‘resource curse’ assertions that
natural resource endowments bring about economic stagnation, it is possible to transform
mineral wealth into sustained development with significant welfare improvements for large
segments of the population. In fact, dependence and the ‘curse’ is not caused by an abundance
but by policy failures. Therefore, the natural resource curse is neither universal nor inevitable.
The resource curse could be the result or combination of, meagre productivity growth, abysmal
labour force participation, poor institutions, stagnant human capital, Dutch disease, volatility
of resource rents, or other factors. Therefore, there could be different channels through which
this ‘curse’ may have manifested. Financial development constitutes a potentially important
mechanism and thus financial sector might have played a role since finance is a major
determinant of economic growth (King and Levine, 1993, Levine, 1997; Rajan and Zingales,
1998). In other words, natural resource dominance could have a direct or indirect effect on

economic growth through the financial sector (Hattendorff, 2014).



The financial sector comprises of bank-based (dominated by banks) and market-based financial
systems (dominated by stock markets). The transfer of funds from agencies with surplus to
agencies with deficit through financial intermediaries is called financial intermediation
(Greenbaum, 2007). Financial intermediaries mediate between the providers and users of
financial capital; they are financial institutions specialized in the activity of buying and selling
of assets and financial contracts (Freixas and Rochet, 2008). Broadly defined, financial
intermediary is an institution that facilitates the channelling of funds between lenders and
borrowers indirectly. That is, savers (lenders) give funds to an intermediary institution (such as
a bank), and that institution gives those funds to spenders (borrowers), this may be in the form
of loans or mortgages (Wright and Quadrini, 2007). Alternatively, they may lend the money
directly via the financial markets and eliminate the financial intermediary, which is known as
financial disintermediation. Financial intermediaries include mainly banks, but also building
societies, credit unions, insurance companies, collective investment schemes, pension funds,

cooperative societies, micro-credit providers, etc.

The existence and services of the financial markets are explained through the lens of
information asymmetries and the agency theory which are aptly captured by the lack of
complete information, high cost of transaction, and the method of regulation. The asymmetry
can be ex ante generating the problem of adverse selection which is associated with moral
hazard, or ex post leading to applying some costly verification and scrutiny measures. In
the model of perfect financial markets espoused in Arrow-Debreu (1954), perfect markets are
characterized by certain conditions: access to the financial markets is free; information about
borrowing and lending opportunities is freely available; and there are many traders, and no
single trader can have a significant impact on market prices. The information asymmetry
generates imperfections of the market which deviates from the core concepts of perfect capital
markets. Asymmetric information and the inability of lenders to monitor borrowers lead to
‘agency costs’ that increase the cost of external financing (Bernanke and Gertler, 1989). With

imperfect information, capital is only available at a higher interest rate.

Some of the imperfections caused by asymmetric information lead to the emergence of some
form of transaction costs. Transaction costs are expenses incurred when buying or selling a
good or service. The notion of transaction cost incorporates not only the costs regarding the
transaction but also those for research, evaluation and monitoring. Transaction costs diminish
returns, and over time reduce the amount of capital available to invest. When transaction costs
diminish, the economy becomes more efficient, and more capital and labour are freed to

produce wealth (Benston and Smith, 1976). However, the development of financial
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intermediaries also hinges on the method of regulation. Government actions can significantly
influence the path of development for financial intermediations (Merton, 1995). In fact,
adequate institutional framework can influence the health, ability for refinancing and the

method for recovering debts of financial intermediaries (Diamond and Rajan, 2000).

Banks dominate the financial systems in resource-rich countries and most of the stock markets
are in their nascent stages of development. In other words, market-based financial systems
(dominated by stock markets) are small and in most cases, illiquid. For instance, in Nigeria,
deposit money banks dominate the financial sector and account for 91% of transactions within
the financial system, which is measured as percentage of total assets of deposit money banks to
all financial institutions (Central Bank of Nigeria, 2014). In Zambia, banks dominate the
financial landscape and account for more than 90% of total financial industry assets (Simpasa,
2013). In Papua New Guinea, commercial banks dominate the financial sector and owe 68
percent of total financial sector assets; the capital markets is shallow (Bank of Papua New

Guinea, 2015). The case is rife in most resource-rich countries though in varying degrees.

Banks accept deposits from individuals and institutions and intermediate funds from the surplus
sector to the deficit sector of the economy. Though banks are subject to certain regulations by
the regulatory authorities, financial intermediaries determine the rules for allocating funds, and
thus play a significant role in determining the type of investment activities, the level of job
creation and the distribution of income (Gross, 2001). The banking industry has changed
significantly buoyed by competition, mergers and acquisitions, the advent of globalization, and
the emergence of technological advances in information and communication technologies
(Hawkins and Mihaljek, 2001). Banks in resource-rich countries are more liquid, more
profitable, and better capitalised; sustained by resource revenues (Beck, 2011). However, they
disburse less private credit than in most non-oil countries. For instance, bank private credit from
2000-2012 on average in Azerbaijan and Nigeria were 12% and 19% of total GDP, respectively
in oil-rich countries; while bank private credit in Tunisia and Bangladesh were 55% and 33%
of total GDP, respectively in non-oil countries. In oil-rich Democratic Republic of Congo, over
the same period, bank credit to the private sector accounts for less than 7% of GDP (WDI,
2014). This is particularly surprising given the massive amount of excess liquidity (which is
also evident in the relatively small bank credit to the private sector as a per cent of total banking
assets) in the banking sector of oil-rich countries and reflects a weak level of financial
intermediation. A low rate of expansion of the credit volume is not only a symptom of weak

economic growth, but can also be one of its causes (Bundesbank, 2005)



Natural resource sectors have easier access to bank credit and other ways of accessing funds
than the non-oil sectors. For that reason, the banking system may be more important for the
non-natural resource sector than the natural resource sector. But banks are reluctant to hand out
loans, especially in sectors of the economy outside natural resources. One of the explanations
for the lack of export diversification in oil-rich countries is the presence of incomplete financial
markets (Acemoglu and Ziblotti, 1997; DeRosa, 1992). For example, agriculture in Nigeria
contributed 40% of GDP and 60 per cent of employment in 2013, but over a decade, the sector
received an average of 3% of the total loans available in Nigerian banks (Central Bank of
Nigeria, 2014). In Dem. Rep. of Congo, agriculture contributed 45% of GDP and over 60 per
cent of employment in 2012, but over the decade, bank credit represents an average of 7% of
total GDP and this was mainly given to the mining companies (African Development Bank,
2013). It seems the non-oil sector receives disproportionate bank credit even though they
contribute more to total GDP and this reflects a skewed level of financial intermediation. This
could be fuelling the vicious cycle of a mono-product economy and export concentration
inherent in oil-rich countries (Ledermand and Maloney, 2007). Does financial intermediation
promote economic diversification? Economic diversification herein means developing the non-
oil sectors and reducing dependence on oil revenues (i.e., diversification of exports, government
revenue, and economic base). For this reason, there is a need to appraise the influence of

financial intermediaries on the growth of non-oil sector.

More so, government domestic debt could be clogging the wheels of financial intermediation;
increased government borrowing encourages banks to invest in government treasury bills as
opposed to actual intermediation of funds to the private sector. Governments issue debt for two
reasons. The first reason is about conducting monetary policy in which government bonds
facilitate the pricing of corporate bonds and equities by providing a benchmark yield curve
(Reinhart and Sack, 2000). The second reason is about balancing government budgets. The
relationship between government debt and economic growth has been studied extensively by
economists and policymakers without a clear consensus (Kumar and Woo, 2010; Reinhart and
Rogoff, 2010; Panizza and Presbitero, 2012; Herndon et al., 2013). The method of financing
government expenditures plays a significant role in shaping budget deficits, and inflation —
when central banks respond to higher deficits by increasing the growth of the money supply.
The key outcomes from the literature indicate that both the method of financing the deficit (i.e.
borrowing or printing money) and the components of government expenditures (i.e.
consumption or investment) could have different effects on private investment and growth. The
overall result from the empirical literature on the impact of government expenditure is
ambiguous: most of the empirical studies find a significantly negative effect of government
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consumption expenditure on growth, and a significantly positive effect of government

investment expenditure on growth (Saleh, 2003)

Governments in developing countries face extraordinary constraints in raising revenues given
the policy instruments available are limited (Sah and Stiglitz, 1992). For example, high
unemployment and low per capita income coupled with a large informal sector make it difficult
to use income tax and indirect taxes to raise revenue (Paula De and Schienkman, 2007).
Developing countries lost a significant and reliable source of income from tariffs due to trade
liberalization, but failed to recoup the lost revenue through tax reform in the form of sales and
value added tax. The reliance on inflation tax (when the government prints more money; it
floods the market with cash, which raises inflation in the long-run and reduces the relative value
of previous borrowing) is majorly discouraged in order to maintain macroeconomic stability.
More so, access to international credit market is limited unlike the developed countries.
Therefore the restricted sources of finance faced by governments in developing countries led
them to borrow more from domestic markets and this borrowing has increased dramatically
since the late 1990s (Emran and Farazi, 2009). For the oil-rich countries, government borrowing

is fairly volatile which is associated with resource revenues.

Banks are the major lenders to the government as the bond and equity markets are very much
undeveloped. This could lead to crowding-out effect which occurs when increased government
borrowing reduces private investment. The crowding-out effect occurs mainly through debt and
tax channels as government expenditure is usually financed via increased taxes or greater
government debt. In theory, higher taxes reduce disposable income, aggregate demand and
private investment while increased government debt induces higher interest rates which reduces
aggregate demand and private investment; however, government borrowing is often utilised
than taxes in developing countries. Increased government domestic debt could affect interest
rates but due to the limitations of the price mechanism to clear markets (which is more evident
in developing countries) there may not be a significant relation between government borrowing
and interest rates. For instance, banks might not increase the interest rate they charge even in
the face of an excess demand for funds (Stiglitz and Weiss, 1992). More so, even if there is a
significant relation between government debt and interest rates, this relation by itself provides

little insight into the effect of government debt on economic quantities.

The available evidence in the literature (mostly in developed countries) shows that the
relationship between government borrowing and equilibrium interest rate (price channel) is
ambiguous. For example, in the U.S. alone, Gale and Orszag (2004) counted numerous studies

that found significant positive effects of deficits on interest rates and similar amounts with no
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positive effect. Given this heterogeneity in the empirical literature, it is easy to identify a large
number of studies that support any preconceived stance. Most of the studies on the effect of
government debts and deficits on interest rates are confined to the developed countries and there
is paucity of studies on developing countries. The relationship between government borrowing
and interest rate is assumed to be weak in developing countries because the financial sector has
historically been subject to extensive government interventions and the interest rates have often
been set administratively by the central bank. More so, even if the banking sector is liberalized,
the effects of government borrowing are still mediated primarily through the credit availability
(quantity channel), given that the bond markets are less developed and credit rationing is
common (Emran and Farazi, 2009). Credit rationing occurs when banks limit the supply of
additional credit to borrowers, even if the latter are willing to pay higher interest rates. This is
an example of market imperfection as the price mechanism fails to bring about equilibrium in

the market.

However, contrary to popular belief that an administered interest rate in developing countries
is insensitive to market perceptions, such a rate could accommodate market signals. Gupta
(1984) suggests the inter-temporal movement of the interest rate and its variability should be
examined. This is particularly true for developing countries which are moving towards market
liberalization: low interest rates that provided cheap credit to the public sector have been
drifting towards market-determined rates; gradual withdrawal of directed credit is making more
financial resources available to the private sector; and the cautious elimination of policies that
had constrained free and fair competition in the banking sectors is leading to increased and
diversified development of financial institutions. In many developing countries, markets have
started to play a visible role unlike in the past. Therefore, this could leave more scope for the
functioning of the interest rate channel. Do government debts affect the equilibrium interest
rate in oil-rich countries? If the interest rates are not determined by market clearing, then the
availability of credit, the quantity channel could be more important in understanding the effects
of government borrowing on private investment. Hence, there is a need to understand the
mechanism and magnitude through which large public domestic debts may affect private

investment and subsequently economic growth.

1.2 Problem Statement

Many oil-dependent countries are undergoing structural reforms towards improving economic
performance, and diversifying the economy in particular, however, there is a lack of
understanding with regards to the main drivers of diversification (Agosin et al., 2011). One

potential determinant is financial intermediation; banks intermediate funds and thus reduce
7



financing constraints, which plays a crucial role in expanding economic activities, enhancing
efficiency and productivity, and inducing economic growth. International institutions continue
to persuade oil-rich countries to implement policies towards more liberalised financial system
to support access to finance for the financially constrained sectors. For example, the United
Nations Economic Commission for Africa (2006) argues that the lack of development in the
financial markets is a key reason for the limited economic diversification in resource-rich
African countries. However, despite government efforts, progress to diversify the economy
away from oil has been modest. The non-oil sector is the major driver of the economy; it is a
labour intensive industry and generates more employment than the resource sector. The oil-
sector is highly capital-intensive, as a result, it neither creates many jobs nor contributes
significantly to employment, and its operations have fewer linkages to the rest of the economy.
The non-oil sector is a key driver of economic diversification, and the performance of this sector
can be used to gauge the effectiveness of macroeconomic and financial sector policies; these
policies are judged to be successful if they promote real sector activities and raise societal
welfare. The development of the private sector depends on the availability of private sector
credit, however, bank credit to the private sector in oil-dependent countries is relatively low
even though the banks are more liquid, better capitalised, and more profitable (Beck, 2011). Do

bank credits stimulate growth in the non-oil sector?

Banks are more liquid, better capitalised, and more profitable in resource-rich countries, but
lending to the private sector is relatively low as a percentage of total GDP. The lower level of
bank credit to the private sector has often been blamed, amongst other reasons, on governments
increasing reliance on the banking sector to finance budget deficits. In countries where domestic
banks mostly finance the public sector, the private sector experiences problems in finding credit
for its investment and this undermines economic growth. The effects of government borrowing
can operate through different channels; however, many of the concerns have focused on the
potential interest rate effect. Government borrowing can affect private investment by crowding
out private sector credit directly (real crowding out), or indirectly through rising interest rates
(financial crowding out), though the magnitude of these potentially adverse consequences
depends on the degree to which government borrowing raises interest rates and/or reduces
private credit (Engen and Hubbard, 2004). The analysis of the effects of government borrowing
on private investment has been ongoing for more than three decades and empirical consensus
about the transmission mechanism and magnitude differs given economic structure and
regulatory constraints. The oil-rich countries have taken advantage of the commodity boom in
the last decade to reduce public external debt but domestic borrowing from banks has not

decreased accordingly. Does government borrowing from domestic banks qualitatively drive
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up interest rates, or quantitatively shrink private sector credit and thus contribute to the low

level of private credit in oil-rich countries?

1.3 Research Questions

1) Does bank credit promote non-oil economic growth?

2) What are the drivers of non-hydrocarbon output growth?

3) Does government borrowing from domestic banks drive up interest rates, or shrink private
sector credit?

4) What are the determinants of private sector credit?

1.4 Objectives of the Study

The objectives of this study are:

1) To investigate the impact of financial intermediaries in promoting economic

diversification in oil-dependent countries.
2) To examine the determinants of non-hydrocarbon output growth in oil-dependent countries.

3) To investigate whether government domestic borrowing hampers private sector credit and to

ascertain the transmission mechanism in oil-dependent countries.

4) To explore the determinants of private sector credit in oil-dependent countries.

1.5 Significance of the Study

Banks dominate the financial systems in resource-rich countries. Banks promote economic
growth and development through the process of intermediation by efficiently allocating funds
mobilized from the surplus economic units to deficits units. This function suggests that financial

intermediation serves as a catalyst for economic growth and development.

Liberalization of the financial sector (with an adequate institutional framework) allows
financial deepening— which reflects an increasing use of financial intermediation by savers and
borrowers and allows an efficient flow of resources among people and institutions over time.
This encourages savings and reduces constraints on capital accumulation and improves
allocative efficiency of investment by transferring capital from less productive to more

productive sectors. The efficiency as well as the level of investment are thus expected to rise
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with the financial development that liberalization promotes (McKinnon, 1973). Therefore,
easing of credit constraints will help reduce the gap between actual and potential outputs. The
development of the financial system facilitates portfolio diversification for savers, which
reduces risk and offers more choices to investors seeking increasing returns. Another important
function of the financial system is to collect and process information on investment projects in
a cost effective manner which reduces the cost of investment for individual investors (King &

Levine, 1993).

This study is important because there is a need to move away from the present monolithic
economy and diversify a country’s economic base away from natural resources and explore
other sources of revenue which would promote economic growth and development and help
reduce the high rate of unemployment persistent in most resource-rich countries. The role of
the non-oil sector is paramount and the performance of this sector can be used to gauge the
effectiveness of macroeconomic policies and specifically financial sector policies. These
policies are judged to be successful if they promote the production and distribution of goods
and services that raise the societal welfare because vibrant real sector activities create more

linkages in the economy than any other sector.

The high dependency on natural resources, particularly hydrocarbons, combined with the
volatile price made the revenues and spending of resource-rich countries more volatile than
non-natural resource countries. Volatility has negative effects on the macroeconomic level,
productivity growth, and the rate of private sector investment (Addison, 2008). Therefore,
diversifying the economy away from hydrocarbons or expanding the traditional non-

hydrocarbon exports will help reduce volatility.

As government revenues is strongly associated with the price of natural resource, a negative
shock could trigger low growth, or in some cases negative growth and with a high interest rate,
financing debt becomes more expensive and may further drain credit from the private sector.
In short, high debt makes public finances more vulnerable to future shocks, both by constraining
the ability of governments to engage in countercyclical policies and by increasing the primary
surplus needed to stabilize the debt ratio following an adverse shock to growth (Abbas et al.,
2013). Expanding the traditional non-hydrocarbon sector would help dampen the impact of

external events and foster more robust and resilient growth.

The private sector development is widely recognized by the international community as an
engine of sustainable and inclusive growth, an avenue to reduce poverty. Thus, the way forward
is to encourage private investment, which depends on the availability of private sector credit.
Given that the capital market is not well-developed and the informal finance sector is limited,
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identifying the effectiveness of banks in allocating funds mobilized from the surplus economic

units to deficits units will help ameliorate impediments to intermediation.

This research study is important to examine the crowding out effects of government domestic
borrowing on private sector credit and the effectiveness of private credit in promoting the
growth of the emerging non-oil sector. This is because financial sector development is essential
in mobilizing private sector credit to fund non-oil sector-led economic diversification as well
as in providing a greater range of high-quality financial services (Cevik and Rahmati, 2013).
The growth of the non-oil sector and thus a diversified economy is crucial to the creation of a

more inclusive, resilient and sustainable economy.

1.6 Organisation of the Study

The rest of this study is structured into four chapters. Chapter 2 introduces the theoretical
foundation and empirical studies of this study. Chapter 3 describes the data and methodology.
Chapter 4 presents and discusses the result of the analysis. Chapter 5 provides the conclusion,

policy implications, and limitations of the study.
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Chapter 2

Literature Review

2.1 Financial development
2.1.2 Finance and growth

The endogenous growth theory postulates that the long-run growth rate of an economy is
primarily the result of endogenous factors such as policy measures, human capital,
technological innovation, and not external forces. Financial development is a potential source
of long-run economic growth. McKinnon (1973) and Shaw (1973) expound that countries with
sustained economic growth tend to have developed financial sectors and, in those countries,
developed financial systems lead to higher economic growth by increasing the size of savings
and improving the efficiency of investments. Bencivenga and Smith (1991) argue that financial
intermediaries reduce the amount of savings held in the form of unproductive liquid assets and
prevent misallocations of capital due to liquidity needs. Levine (1997) claims that financial
systems influence growth by easing information and transaction costs, exerting corporate
governance, supporting resource mobilization, promoting financial exchanges, strengthening
information about possible investments, allocating capital accordingly, monitoring
investments, facilitating the trading, diversification, and management of risk, mobilizing and
pooling savings, and easing the exchange of goods and services. Ngai (2005) emphasizes the
specific role of bank credit to the private sector in stimulating economic growth and as the most
important source of financing for firms, especially in countries where capital markets are
underdeveloped. Plamen and Khamis (2009) assert that bank credit enables firms to undertake
investments that they would not make with their own funds, and hence as credit availability
increases, consumption and investment expenditures increase and this promotes economic

growth.

Financial development and economic growth nexus has four hypotheses. The first hypothesis
is that financial development is supply—leading, in the sense that financial development is a
causal factor for economic growth. One of the early contributors was Schumpeter (1911) who
argued that the services provided by financial intermediaries encourage technological
innovation and economic growth. This was further explored in the pioneering work of
McKinnon (1973) and Shaw (1973) which emphasised the importance of having a banking

system free from financial restrictions such as interest rate ceilings, high reserve requirements
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and directed credit programs. They argued that financial repression disrupts both savings and
investment, while the liberalization of the financial system allows financial deepening and

increases the competition in the financial sector which in turn promotes economic growth.

The second hypothesis is that financial development is demand—following. In contrast to
supply—leading, Robinson (1952) argued that financial development follows economic growth;
as an economy develops, the demand for financial services increases and as a result more
financial institutions, financial instruments and services appear in the market. A similar view
was expressed by Kuznets (1955) who suggested that as an economy expands and approaches
the intermediate growth stage, the demand for financial services begins to increase. This
hypothesis postulates that economic growth is a causal factor for financial development because
growth in the real sector stimulates the financial sector, that is, economic activities propel banks

to finance enterprises, thus, where enterprises lead, finance follows (Gurley & Shaw, 1967).

The third hypothesis is that financial development is bi-directional. In other words, there is a
mutual causal relationship between financial development and economic growth. This
argument was put forward by Patrick (1966) who showed that given the level of economic
development, there is a bidirectional causality between economic growth and financial
development. Greenwood and Jonaviich (1990) supported this view by arguing that economic
growth provides means for development in the financial sector and the financial sector in turns
foster growth by allowing more savings and investment. Harrison et al. (1999) constructed a
model in which causality runs both ways between economic growth and financial sector
development. They argued that economic growth increases banking activity and profits, this
promotes the entry of more banks and, as a result, the greater availability of banking services
reduces the non-physical and physical distance between banks and clients, which in turn, lowers

transaction costs and enriches economic growth.

The fourth hypothesis is that financial development and economic growth are not causally
related. According to this hypothesis, there is no relationship between finance and growth. In
other words, financial development does not cause growth or vice versa. This view was put
forward by Lucas (1988) who said that economists place excessive emphasis on the role of
financial factors in economic growth. Some frameworks equally highlighted the potential
negative impact of finance on growth (De Gregorio and Guidotti, 1995; Loayza & Ranciere,
2004). They argued that high levels of liberalization of the financial sector (financial deepening)
may shrink the total real credit to domestic firms which in turn lowers investment and slows

economic growth.
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2.1.3 Finance and economic diversification

Financial development is a source for comparative advantage (Kletzer and Bardhan, 1987).
Countries with identical technology and endowments with no economies of scale could face
different production costs; moral hazard issues in the international credit market under
sovereign risk and imperfect information in the domestic institutions may lead some countries
or firms to face higher interest rates or more credit rationing. This results in differences in

comparative advantages in working capital, trade finance and marketing costs.

Beck (2002) shows that countries with well-developed financial systems tend to specialise in
sectors with increasing returns. The model presents an open economy with two production
technologies: the manufacturing (increasing returns to scale) and food (constant returns to
scale). In this model, financial development is assumed to lower the search cost, increase
external finance and encourage the production of goods with increasing returns to scale. The
model predicts that economies with more developed financial systems are more likely to be net
exporters of manufacturing products. Thus, the development of the financial system could lead

to greater export diversification in resource-rich countries.

Industries that rely on external finance seems to gain more from financial development (Rajan
and Zangales, 1998). The model considers the dependence on external finance of firms in the
US as a proxy for other countries. Following Rajan and Zangales (1998), export diversification
in resource-rich countries could benefit from financial development if the oil and mineral
industries have relatively lower external finance dependence. If this is the case, then non-natural
resource industries might benefit more from financial development; then it can be argued that
financial development could help resource-rich countries to push their exports away from
primary products and thus to greater economic diversification. Table (2.1) shows the external
finance dependence for oil and mineral sectors, according to their index; the higher ratio means

greater external financial dependence.

Table 2.1: External finance dependence for oil and mineral sectors

Industrial sectors External finance dependence
Non-ferrous metal 0.01
Petroleum refineries 0.04
Non-metal products 0.06
Iron and steel 0.09
Metal products 0.23
Petroleum and coal products 0.33
Drugs 1.49
Plastic sectors 1.19

Source: Rajan and Zangales (1998)
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2.1.4 Empirical studies

There is plethora of empirical literature on the finance-growth nexus. Most of the pioneering
studies (e.g. King and Levine, 1993; Levine, 1997; Levine et al., 2000; Beck et al., 2000) show
that the level of financial development is a good predictor of future rates of economic growth,
capital accumulation, and technological change. The importance of financial institutions in
promoting economic growth seems somewhat irrefutable, however, what seems very

contestable is the nature and direction of causality.

The empirical study of Goldsmith (1969), one of the leaders of the view that financial
intermediation promotes economic growth, assumed that there is a positive correlation between
the size of financial systems and the supply of financial services. The author examines the
relationship between the financial institutions’ assets and GDP per capita growth using data of
35 countries over the period 1860-1963. Goldsmith found that banks and non-bank financial
institutions develop as the economy grows and the author concludes that there is a positive link
between financial development and economic growth. However, the author was unable to draw

causal inferences.

King and Levine (1993) examined the data of 80 countries with pooled cross-country, time-
series over the period 1960-1989. They found that various measures of financial development
such as the ratio of liquid liabilities to GDP, credit issued to nonfinancial private firms divided
by total credit, and credit issued to nonfinancial private firms divided by GPP were strongly
associated with real per capita GDP growth. The authors conclude that the level of financial
intermediation was a good predictor of long-run rates of economic growth, capital
accumulation, and productivity improvements. However, they were also unwilling to draw
causal inferences. Deidda and Fattouh (2002) examined the dataset of King and Levine (1993)
with a pooled cross-country, time-series and separated high- and low-income countries. The
authors conclude that in low income countries, there was no significant relationship between
financial development and growth, whereas in high income countries, this relationship was

positively significant.

While previous studies opine that the level of financial development is a good predictor of
future rates of economic growth, they did not discuss the issue of causality. Rousseau and
Wachtel (1998) examined the links between financial intermediation and economic growth in
five industrialised countries in the period 1870-1929 using the Vector Error Correction Models
(VECMs) and the Granger Causality test. They found that finance leads growth in real sector

activity.
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Levine et al. (2000) extended the study of King and Levine (1993). They used credit to private
firms as a measure of bank development with GMM dynamic panel estimators and a cross-
sectional instrumental variable estimator to address the potential biases induced by
simultaneity, omitted variables, and unobserved country-specific effects. The authors conclude
that the exogenous components of financial intermediation are positively related to economic

growth.

Beck et al. (2000) used both the cross-sectional instrumental variable estimator and the system
GMM dynamic panel estimator to improve their pure cross-country study; in other words, to
extract the exogenous component of financial intermediary development and to control for
biases associated with simultaneity and unobserved country-specific effects. The authors found
that higher levels of financial intermediation produce faster rates of economic growth. They
conclude that there is a positive link between the level of financial intermediaries and real GDP

per capita growth.

Chistopoulos and Tsionas (2004) had some reservations on previous studies that did not
consider cointegration properties of data. They investigate the long-run relationship between
financial intermediation and economic growth using the fully modified OLS, panel unit root
tests and panel cointegration analysis for 10 developing countries. The authors conclude that

there exists a uni-directional causality from finance to growth.

Rioja and Valev (2004) suggest that the relationship between financial development and
economic growth may vary according to the level of financial development of countries. They
used dynamic panel data techniques and divided their sample into three regions and found that
in the low-income countries with very low levels of financial development, additional
improvements in financial markets has an uncertain effect on growth, in the middle-income
countries, financial development has a large and positive effect on growth, and in the high-
income countries, the effect was positive, but smaller. Hassan et al. (2011) examined the role
of financial development in economic growth for low- and middle-income countries from 1980-
2007 with vector autoregressive (VAR) models, weighted least square and the pooled data
regressions. They found a positive relationship between financial development and economic
growth in developing countries. But the direction of causality has mixed results: a two-way
causal link between finance and growth for most regions, and a one-way causality from growth

to finance for the poorest region.

Caporale et al. (2009) used a dynamic panel GMM technique to study the relationship between

financial development and economic growth for ten new EU members. They conclude that the
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stock and credit markets are underdeveloped and lack the financial depth to contribute to

economic growth.

Demetriades and James (2011) utilized the panel cointegration methods to examine the link
between bank credit and economic growth for 18 countries in sub-Saharan Africa. Their
findings suggest that banking system development in the region follows economic growth. The

authors conclude that there was no link between bank credit and economic growth.

Jun (2012) employ panel cointegration approach to investigate the relationship between
financial development proxies and output growth for a panel of 27 Asian countries over the
period 1960-2009. The author found a statistically significant positive bi-directional
cointegration relationship between financial development and output growth. In other words,
financial market development promotes output growth and in turn output growth stimulates

further financial development.

Pradhan et al. (2013) employ a panel cointegration technique to examine the financial
development-economic growth nexus for BRICS countries by constructing a composite index
for financial development with the help of principal component analysis. They conclude that
financial development and economic growth are cointegrated and there exist a bi-directional

causality between them.

Rioja and Valev (2014) examine the effect of banks and stock markets on the sources of
economic growth using a dynamic panel GMM technique for a set of 62 developed and
developing countries. Their results show that stock markets do not have any significant effect
on source of economic growth for developing countries whereas banks have a sizable growth
effects. However, in case of developed countries they find stock markets to have a positive

growth effects.

Time-series analysis have also been used extensively with vector autoregressive (VAR) models
and vector error correction models (VECM). Most of the studies conclude that the causal
relationship between financial development and economic growth is unidirectional,
bidirectional or there is no causal relationship between these variables®. The outcomes depend
on the selected countries, the period under examination and the financial development
indicators used for the analysis. For example, Hansson and Jonung (1997) examined the long-
run relationship between the volume of credit and level of GDP in Sweden from 1830 to the

1990. They found that prior to World War 11, the financial system had the most impact on

10dedokun (1989) for Nigeria; Lyons and Murinde (1994) for Ghana; Wood (1993) for Barbados; Ford (1998) for
Indonesia; Khan, et al. (2005) for Pakistan; Majid (2007) for Thailand; Mohamad (2008) for Sudan; Abu- Bader,
et al. (2008) for Egypt; Singh (2008) for India; Safdari et al. (2011) for Iran.
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GDP, and conclude that the role of the financial system in promoting growth is more significant
during the intermediate stages of economic development. Fase (2001) appraised the relationship
between financial development and economic growth in Netherlands between 1900 and 2000.
The author found that causality runs from financial intermediation to economic growth until
World War 11 and disappears afterwards. The author conclude that the development of the
financial system has a greater impact on growth in developing countries than in the developed
economies. A study by Shan et al. (2006) explored the relationship between financial
development and economic growth in China and they not only found bidirectional causality
between financial development and economic growth but also that the Granger causality of
economic growth to financial development was stronger than that from finance to growth. Ang
and McKibbin (2007) assessed whether financial development leads to economic growth or
vice versa in Malaysia using data from 1960 to 2001 with cointegration and causality tests
taking savings, investment, trade and real interest rate into account. The results support the view
that output growth causes financial depth in the long-run. The authors conclude that the reasons
finance follows growth is because the returns from financial development depend on the
mobilization of savings and allocation of funds to productive investment projects but due to
information gaps, high transaction costs and misallocation of resources, the interaction between

savings and investment and its link with economic growth is not strong in developing countries.

In resource-rich countries which is the focus of our study, Gylfason and Zoega (2001) used
cross-country OLS regression analysis across 85 countries from 1965 to 1998 and found that
natural capital crowds out physical and human capital, thereby hindering economic growth.
Their results suggest that across countries, heavy dependence on natural resources hurts savings
and investment indirectly by restraining the development of the financial system. However, the
cross-sectional analysis of this study did not address the problems of omitted variables bias that
is prevalent in growth models. Our research study uses an improved methodology that addresses

the above-stated problems.

Nili and Rastad (2007) applied a dynamic panel estimation technique (GMM) to examine the
effects of financial development on economic growth on 12 oil-exporting countries from 1975-
2000. They find a lower level of financial development for the oil-based economies than the
rest of the world; a higher rate of investment in the oil-based economies is explained mainly by
the oil, and that the weakness of financial institutions is associated with the poor performance
of the private sector. The reservation with this study is the sample; the 12 oil-exporting countries
is relatively small since there are more than 25 oil-exporting countries. Second, their findings

may be attributed to the fact that during the period under analysis, the financial sector was still
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relatively under-developed because measures of financial development such as bank credit have
increased tremendously since the year 2000. Third, while their methodology addressed the
problems associated with growth models, the authors did not disentangle the impact of financial
development in the oil and non-oil sectors of the sample countries. Our study addresses the

afore-said downsides.

Beck (2011) tested the relationship between financial development and economic growth in
resource-rich economies using cross-country regression analysis. The author found that the
finance and growth relationship is important in resource-based economies as in other
economies. But firms in resource-based economies use less external finance and a smaller
proportion use bank loans, although the level of demand is similar to other countries, thus
pointing to supply constraints. Beck conclude that there is some indication of a natural resource
curse in financial development. The drawback with this study is that it is not clear which sector
of the economy has fewer or severe finance supply constraints because such constraints would

not be the same for the different sectors of the economies.

Al-Malikawi et al. (2012) examined the relationship between financial development and
economic growth in a panel dataset of thirteen Middle Eastern and North African (MENA)
countries for the period 1985-2005 using pooled OLS regression and a fixed effect model. Their
result suggests the relationship between financial development and economic growth is positive
and concludes that financial development plays an important role in economic growth.
However, it would be more informative if the hydrocarbon and non-hydrocarbon sectors were
separated to give a better insight into the effects of financial development on economic growth
since the two sectors are markedly different. Our study improves on this and addresses the

problems of endogeneity that is prevalent in pooled OLS regression and fixed effect models.

Barajas et al. (2013) used a dynamic panel estimation technique (GMM) for 150 countries over
the period 1975-2005 and conclude that the beneficial effect of financial deepening on
economic growth displays measurable heterogeneity; it is smaller in oil exporting countries and
in lower-income countries and the differences are driven by regulatory/supervisory

characteristics and differences in the ability to provide widespread access to financial services.

Hasanov and Huseynov (2013) examined the impact of bank credits on the non-oil tradable
sector output in Azerbaijan based on the ARDL Bounds Testing approach, Engle-Granger two-
step methodology, and Johansen's approach. Results from the three approaches indicate that
bank credits have a positive impact on non-oil tradable sectors’ output both in the long- and

short-run.
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Cevik and Rahmati (2013) investigated the causal relationship between financial development
and economic growth in Libya during the period 1970-2010. The OLS estimation shows that
financial development has a statistically significant negative effect on real non-hydrocarbon
GDP per capita growth. However, the VAR-based estimations present statistically insignificant
results, albeit still attaching negative coefficient to financial intermediation. The authors
conclude that non-hydrocarbon economic activity depends largely on government spending

which is determined by the country’s hydrocarbon earnings.

Samargandi et al. (2014) explore the effect of financial development on economic growth in
the context of an oil-rich economy— Saudi Arabia. They allowed for the effect of financial
development to be different for the oil and non-oil sectors of the economy in the long-run using
the Autoregressive Distributed Lag (ARDL) bounds test technique. The authors found that
financial development has a positive impact on the growth of the non-oil sector in Saudi Arabia.

In contrast, its impact on total GDP growth is negative but insignificant.

Mirzaei and Moore (2015) examined the effect of bank performance on the non-oil industry
sectors in Qatar over the period 2000-2006. The authors conclude that the quantity of finance
does not seem to matter for industry growth but rather a competitive, efficient and stable

banking system enhances financially-dependent industries to grow faster.

This study differs from the existing empirical studies in several ways: other empirical studies
are country-specific cases; most estimates are obtained with relatively small samples and, as
such, inference may be unreliable. The research study avoid this problems by combining the
time series and the cross sectional dimensions of the data resulting in more observations; this
generates remarkable improvements in the reliability of statistical inference. We circumvent the
limitations of conventional panel cointegration methods by allowing for cross-country
dependence. Moreover, we make provisions for short-run and long-run estimates. This study
investigates the role of finance in promoting non-oil economic growth using panel cointegration
approach and pooled mean group estimator in a dynamic heterogeneous panel setting. This

study contributes to the literature on the role of finance in resource-rich economies.
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Table 2.2 Literature Review for Qil-Exporting Countries

No Topic Country/Region Model/Variables Main Findings

1 Addressing the growth Oil exporting countries GMM (M2, bank credit | The findings of this
failure of the oil economies: | (1975-2000) to private sector to paper report a lower
The role of financial GDP, liquid liabilities level of financial
development (Nili and to GDP, total depositto | development for the
Rastad, 2007) GDP, stock market oil-economies

capital to GDP, etc.) compared with the rest
of the world.

2 Natural resources, Across 85 countries OLS (Natural capital, Natural capital appears
education, and economic (1965-1998) with investment, enrolment to crowd out human
development (Gylfason, emphasis in oil- rate, initial income and | capital, thereby
2001) exporting countries. economic growth, etc.) | slowing down the pace

of economic
development.

3 Finance and Oil. Is there a Resource-based Fixed-effect (GDP per | Banks are more liquid,
Resource Curse in Financial | economies (1970-2007) | capita, private credit, better capitalized and
Development? (Beck, 2011) natural resource more profitable, but

exports, trade, inflation, | give fewer loans to
real exchange rate, firms. Overall, there is
fixed assets, some indication of a
government natural resource curse
consumption, liquid in financial
liabilities, initial GDP development, which
per capita, etc.) falls more on
enterprises than on
households.

4 Finance-Growth Nexus: Thirteen Middle Eastern | Pooled OLS regression | The relationship
Evidence from a Panel of and North African and a fixed and random | between financial
MENA Countries (Al- (MENA) countries for effect model (real GDP | development and
Malkawi et al., 2012) the period 1985-2005) growth, domestic credit | economic growth is

to private sector, positive and that
government financial development
expenditure, trade played an important
openness, inflation, role in economic

etc.) growth.

5 Financial development and | Saudi Arabia (1968- Autoregressive Financial development
economic growth in an oil- | 2010) Distributed Lag has a positive impact
rich economy: The case of (ARDL) Bounds test on the growth of the

Saudi Arabia (Samargandi,
Fidrmuc and Ghosh, 2014)

technique (Real GDP
per capita, private
credit, oil price, trade
openness, non-oil GDP
per capita, etc.)

non-oil sector but its
impact on the oil-sector
growth and total GDP
growth is either
negative or
insignificant.
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The Finance and Growth
Nexus Re-examined: Do
All Countries Benefit
Equally? (Barajas, A., R.
Chami and S.R. Yousefi,
2013)

150 countries (1975-
2005) with emphasis in
oil-exporting countries.

OLS and GMM (private
credit, bank deposits,
liquid liabilities, market
capitalisation, GDP,
growth, non-oil GDP,
education, FDI, oil,
etc.)

The beneficial effect of
financial deepening on
economic growth
displays measurable
heterogeneitys; it is
generally smaller in oil
exporting countries; in
certain regions, such as
the Middle East and
North Africa (MENA);
and in lower-income
countries.

Bank credits and non-oil
economic growth: Evidence
from Azerbaijan (Hasanov
and Huseynov, 2013)

Azerbaijan (2000-2010)

ARDL Bounds Testing
approach, Engle—
Granger two-step
methodology, and
Johansen's approach.

Bank credits have a
positive impact on non-
oil tradable sector
output both in the long-
and short-run.

Searching for the Finance-
Growth Nexus in Libya
(Cevik and Rahmati, 2013)

Libya ( 1970-2010)

OLS and VAR-based
estimations
(nonhydrocarbon GDP
per capita growth,
government spending,
price of crude, etc.)

Financial development
has a statistically
significant negative
effect on real non-
hydrocarbon GDP per
capita growth.

2.2 Government Debt and Crowding-Out Effect
2.2.1 The interest rate channel

The literature identifies two variants of crowding out in an economy: real and financial (Blinder
and Solow, 1973). The real crowding out occurs when the increase in public investment
displaces private capital formation, which is also called direct crowding out. Direct crowding
out refers to the substitution relationship between public and private spending that occurs not
through changes in prices, interest rates, or required rate of returns in the public sector, but
through the public sector consumption and investment (Buiter, 1990, p. 34). On the other hand,
the phenomenon of partial loss of private capital formation in the economy due to increase in
the interest rates emanating from the pre-emption of financial resources by the government
through bond-financing of fiscal deficit, is termed financial crowding out, which is also known
as indirect crowding out. Indirect crowding out is the consequences of public actions that affect
private behaviour either by altering the budget constraints or by influencing the prices faced by

private agents through the interest rate

The standard benchmark for understanding the potential effect of changes in government

borrowing on interest rates is a model based on an aggregate production function for the
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economy in which government debt crowds out productive physical capital.”> In this simple
model; interest rate (r) determined by the marginal product of capital (MPK), would increase if
capital (K) decreased, or was crowded out, by government debt (D). The Cobb-Douglas

production function is given as:

Y = AK°L(-9) 2.1)

Where L denotes labour units, A is the coefficient for multifactor productivity, and o is the
coefficient on capital in the production function, then the total return to capital in the economy

(MPK*K) as a share of output (Y) equals:

o = (MPKxK)/Y.

The interest rate is determined by:

r=MPK =0 X (Y/K)=0 x A x (L/K)L™°

If government debt completely crowds out capital, so that OK/0D = -1, then an exogenous increase in

government debt (holding other factors constant) causes the interest rate to increase:

or/oD = (0r/0K)(0K/oD) = ¢ x (1- ) x (Y/K?)>0

(Because 0<o <l and Y, K >0)

Here, the level of the interest rate is determined by the level of the capital stock and, thus, by
the level of government debt. It is the change in the interest rate that is affected by the change

in government debt.

Economists view the aggregate effect of government borrowing on interest rates from three
perspectives (Bahmani-Oskooee, 1999). First, the Neoclassical School which advocates
crowding-out believes that the determination of prices, outputs, and income distributions in
markets is through supply and demand, often mediated through a maximization of utility by
income-constrained individuals and of profits by cost-constrained firms employing available
information and factors of production, in accordance with rational choice theory

(Antonietta, 1987, p. 323). It encompasses the neo-classical theory of interest rates which

2 See Ball and Mankiw (1995), Elmendorf and Mankiw (1999)
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explains that the balancing of savings and investment is achieved by the interest rate
mechanism. Thus, fluctuations in the rates of interest arise from variations either in the demand
for loans or in the supply of loans. In the case of an increase in government debt, interest rates
have to increase to bring the market into equilibrium, hence dampening private investment
(Voss, 2002; Ganelli, 2003). Financing a budget deficit by borrowing from the public implies
an increase in the supply of government bonds and, in order to improve the attractiveness of
these bonds, the government offers them at a lower price which leads to higher interest rates.
The increase in interest rates discourages the issue of private bonds and private spending. In

turn, this results in the crowding out of private investment (Premchand, 1984)

Second, the Keynesian model which supports crowding-in believes that private sector decisions
sometimes lead to inefficient macroeconomic outcomes and require active policy responses by
the public sector, in particular, fiscal policy actions by the government, in order to stabilize
output over the business cycle (Blinder, 2008). It assumes that there is usually unemployment
in the economy and that the interest rate sensitivity of investment is low. Therefore,
expansionary fiscal policy will lead to little or no increase in the interest rate and instead an
increase in output and income. Hence, there is crowding-in rather than crowding-out (Aschauer,
1989; Baldacci, et al., 2004). Inspired by the work of Barro (1991), a number of studies (such
as Oshikoya, 1994; Serven, 1996; Odedokun, 1997; Ahmed and Miller, 2000; Pereira, 2000;
Saleh, 2003) argue that some public investments could be conducive to private investment and
growth by raising the return to private capital. For example, public capital, particularly
infrastructure capital, such as water systems, sewers, airports, roads and transport, power
projects, expenditures on research, and education outlays are likely to exhibit a complementary
relationship with private capital. Hence, higher public investment may raise the marginal

productivity of private capital and, thereby, ‘crowd-in’ private investment.

Third, the Ricardian Equivalence Theorem proposed by Barro (1974) advocates neutrality
whereby increases in the deficit financed by fiscal spending will be matched with a future
increase in taxes leaving interest rates and private investment unchanged. This view assumes
that asset holders completely discount future tax liabilities implied in the deficits, which implies
that budget deficits are irrelevant for financial decisions. In other words, a deficit induced by a
lump-sum tax cut today followed by a lump-sum tax increase in the future will be fully offset
by an increase in private savings, as taxpayers recognize that the tax is merely postponed, not
cancelled. The offsetting increase in private savings means that the deficit would have no effect
on national savings, interest rates, exchange rates, future domestic production, or future national

income (Gale and Orszag, 2004). A similar view is found in the Capital Inflow Hypothesis
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which is based on the idea that the demand for government debt is infinitely elastic (Dwyer,
1985). That is, an increase in the deficit will be financed partly or wholly not by domestic
savings but by an inflow of capital from abroad. If the hypothesis holds, interest rates could

remain unchanged.

2.2.2 The Credit Channel

In principle, government borrowing affects private investment through the lending rate,
however in financially repressed economies, particularly in many developing countries, the
equilibrium interest rate could be somewhat insensitive to market perceptions. Financial
repressions are measures that governments employ to channel funds to themselves, which in a
deregulated market would go elsewhere. Government debt could still have no effect on interest
rates but have a significant effect on private credit due to intervention by the government, such
as administrative controls imposed on interest rates; a high legal reserve ratio; the existence of
direct intervention on credit allocation; government ownership or control of domestic banks
and financial institutions; and barriers that limit other institutions seeking to enter the market
(Reinhart and Sbrancia, 2011). With the existence of these ‘artificial’ constraints, financial
institutions will not take risks because higher interest rates cannot be charged which results in
many high-yielding projects facing credit rationing (Fry, 1988, p. 18). Hence, private credit
will not be allocated according to the expected returns on the projects, but according to the
quality of collateral, loan size, political pressure, and covert benefits to loan officers (King &
Levine, 1993, p. 31). The credit rationing behaviour of banks could also be a result of the
weakness of the legal institutions in enforcing contracts (Porta et al., 1998; Levine et al., 2000).
In this case, interest rate variability will have no or at best a weak relationship with government
borrowing. Thus, if the interest rate channel is weak, the quantity channel will capture the

effects of government borrowing.

Consequently, the degree of quantitative crowding out depends on the nature of the endogenous
response of the banks to higher government borrowing and how they alter their balance sheets.
Banks respond to higher government borrowing by adjusting their loan portfolio optimally
given the risk-return characteristics of different assets and liabilities (Emran and Farazi, 2009).
First, if banks have excess liquidity, a higher lending to the government may not result in any
significant reduction of credit to the private sector. Secondly, access to safe government assets
could allow the banks to take more risk and thus increase their lending to the private sector
which is known as the ‘safe asset model’ of which without the availability of public debt,
borrowers would face higher borrowing costs (Kumhof and Tanner, 2005). Such endogenous

response by banks will ‘crowd-in’ private credit or partially offset the traditional crowding-out
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effect. The third is the ‘lazy bank model’ which posits that a high degree of lending to the
government may discourage banks from lending to the risky private sector and thus stifle their
incentives to seek out new profitable investment opportunities in the private sector (Hauner,
2009). For instance, Ghana has been offering an interest rate of over 15 percent on its Treasury
Bills in the last five years®. The high single-digit to double-digit returns could encourage banks
to ‘invest’ in government treasury bills as opposed to actual intermediation of funds to the

private sector.

2.2.3 Empirical Studies

There is a plethora of empirical literature on the effect of government borrowing on interest
rates but a large body comes from developed countries whereas studies on developing countries
are thin. In developed countries, empirical studies exhibit diverse results. Dewald (1983)
examined the impact of deficits on both short-and long-term interest rates, with Vector Auto-
regression approach (VAR) using annual data and data averaged over the business cycle. The
author found that, in both cases, deficits has a statistically significant effect on long-term rates
but not short-term rates and conclude that deficits did not have a consistent effect on interest
rates. However, one can interpret the same result differently since deficits affect long-term
interest rates. A similar view was echoed by Hoelscher (1983) who used a loanable funds model
to investigate the impact of fiscal deficits on short-term interest rates (one year T-bond rates)
with expected inflation and output, and found no impact whatsoever, and conclude that short
term interest rates are determined by inflation, monetary and general economic activities.
However, with the inclusion of long-term interest rates (ten year T-bond rates) in an updated
(1986) paper, over the period 1953-1984, Hoelscher found that fiscal deficits has a positive
significant impact on long-term interest rates but found no evidence regarding short-term

interest rates.

Barro’s (1987) study on fiscal deficits shows an impact on long-term rates in the UK from the
1700s through to 1918. However, the author did not overcome the endogeneity problems. In
the "pure exogenous" case, the author found that fiscal deficits did not affect interest rate. To
address the problem of endogeneity, Cebula (1988) examined the relationship between fiscal
deficits and a variety of real long-term rates (i.e. 10 year T-bond & high grade municipal bonds)
and also allowed for international capital flows and inflationary expectations, with 2SLS

estimation. The author found that deficit has a significant positive effect on long-term rates.

3 http://www.mofep.gov.gh/financial-news
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A novel approach called an ‘announcement effect” used by Wachtel and Young (1987) shows
that an increase in the projected deficits leads to an increase in interest rates, but long-term rates
react more than short term interest rates. This was followed by a comprehensive study by Dua
and Arora (1989) which used the IS-LM framework and the loanable funds flow model; the
authors conclude that expectations of fiscal deficits have no effect on interest rates, rather the
expected interest rates are dependent on money growth, expected unemployment, and inflation
uncertainty. Quigley and Porter-Hudak (1994) used a different approach called an ‘intervention
analysis’ of Box and Tiao (1975) and found less support for Wachtel and Young’s (1987)
results. Intervention analysis is used to assess the impact of a special event on the time series
of interest. The main focus is to estimate the dynamic effect on the mean level of the series.
Quigley and Porter-Hudak’s results shows that interest rates respond only 40 percent of the time
to deficit announcements and when they do respond the impact is only temporary, but this

depends on the size of the announced change in deficits.

Makin (1983) used a univariate regression equation to estimate the changes in the three-month
Treasury bill rate as a function of the change in the actual deficit, and found that the coefficient
for the deficit variable is not statistically significant. Similar results for the deficit variable were
also reported for long-term interest rates. However, this result is unlikely to be robust because
Makin’s estimation did not include other important determinants such as money supply and
inflation. Evans (1985) incorporates more determinants such as the nominal interest rate, real
government spending, real deficit, real money stock and expected inflation for the period 1979
to 1983. The author used two-stage least squares estimation to deal with the problem of
endogeneity of the deficit, and still found an insignificant or negative relationship between
interest rates and deficits. While the deficits lowering interest rates do not conform to economic
theory, disruptions in the market mechanism such as price controls and rationing may have been
the cause since much of Evan’s analysis pertain to the wartime period. By contrast, Cebula et
al. (1990) used two quarterly models (instrumental variables technique and the Cochrane-Orcutt
procedure) which directly parallel Evans’ IS-LM framework, and extend the time period from
1971-1985. The authors found strong empirical evidence that the federal budget deficit raised

the ex post real rate of interest.

Darrat (1990) tested the direction of causality between interest and deficit using long-term
Moody's AAa-bond interest rates and deficits, and found that deficits do not Granger-cause
interest rates and interest rates do not Granger-cause deficits, and conclude that deficits and
long rates do not have a long-term relationship. However, Raynold (1994) argues that poor

relationships between deficits and interest rates occurred because previous studies ignored
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liquidity constraints. The author ran a Vector Auto-regression approach (VAR) using the same
variables on short-term and long-term corporate rates but added two variables (real value of
liabilities of failed firms and real value of deposits of failed banks) as proxies for liquidity
constraints. The author found that when these variables are included into the model, deficits

have significantly negative effects on interest rates.

Deviating from time series analyses, Hutchison and Pyle (1984) regressed short-term rates on
the "pooled" deficits of seven major industrialised countries with money growth,
unemployment rate and country-specific data, and found that pooled government deficits
caused the real short-term rates to rise. A similar study by Correia-Nunes and Stemitsiotis
(1995) tested the impact of nominal interest rate on fiscal deficit on the cross-country data of
ten OECD countries, and found that there was evidence of crowding out as the interest rate was
positively linked to the deficit. The same result was echoed by Ford and Laxton (1995) who
examined the data for nine OECD countries with simultaneous equation models and conclude
that the increase in government debt since the early 1970s was a major factor in the rise in real

interest rates in the 1980s and early 1990s.

Barro and Sala-i-Martin (1990) regressed world average expected short-term interest rates on
world stock returns, oil prices, world monetary growth and world deficits for ten OECD
countries during 1959-88. The authors found deficits and debts are insignificant while all the
other variables are significant and conclude that each country's expected real interest rate
depends primarily on world factors, rather than own-country factors, thereby suggesting a good

deal of integration of world capital and goods markets.

Baldacci and Kumar (2010) examined the impact of fiscal deficit and public debt on interest
rates for a panel of 31 advanced and emerging market economies over the period from 1980 to
2008 with fixed effect and system GMM estimation. Results suggest that higher deficits and
public debt lead to a significant increase in long-term interest rates but this is greater in countries
with weak initial fiscal conditions; weak or inadequate institutions; structural factors (such as

low domestic savings); and limited access to global capital.

Laubach (2011) used a Structural Vector Autoregression (SVAR) to measure the effects of
fiscal policies on interest rates and other variables in the United States prior to the onset of the
financial crisis. The author concludes that fiscal tightening, defined as either increasing the

surplus or decreasing the deficit, reduces interest rates.

Bayat et al. (2012) studied the causal relationship between budget deficit, and its ratio to gross
domestic product, and interest rates in the Turkish economy during years between 2006 and

2011, employing the linear Granger type causality test. Results show that there is no causal
28



relation between budget deficits, nominal interest rates, supporting the existence of the
Ricardian equivalence hypothesis. Odionye and Ebi (2013) empirically examined the
relationship between the budget deficit and interest rates in Nigeria using a Vector Error
Correction (VEC) model for the period from Q1 1970 to Q4 2010. They authors conclude that

budget deficit has a positive and significant impact on interest rate.

A comprehensive study by Aisen and Hauner (2013) estimated the impact of budget deficit on
interest for advanced and emerging economies using system Generalized Method of Moments
(GMM) ) over a panel dataset of 60 advanced and emerging economies and found a highly
significant positive effect of budget deficits on interest rates, but the effect depends on
interaction terms and is only significant under one of the several conditions: deficits are high,
mostly domestically financed, or interact with high domestic debt; financial openness is low;

interest rates are liberalized; or financial depth is low.

Cebula (2015) provides empirical evidence on the impact of net U.S. government borrowing
(budget deficits) on the nominal interest rate yield on ten-year Treasury notes using annual data
for the period 1972-2012. The GLM (Generalized Linear Model) estimates imply that the
federal budget deficit exercise a positive and statistically significant impact on the nominal

interest rate yield on ten-year Treasury notes.

Kelikume (2016) applied panel Vector Auto regression techniques (PVAR) across 18 countries
of sub-Saharan Africa (SSA) over the period 2000 to 2014 and concludes that interest rate

response to government fiscal deficit is insensitive.

Capener et al. (2017) used auto-regressive, i.e., AR (1), two-stage least squares to investigate
the impact of the federal budget deficit GDP) in the U.S. on the ex-ante real interest rate yield
on Moody's Baa-rated corporate bonds from 1960 through 2015. The authors found that if the
federal budget deficit were to rise by one percentage point, say from 3% to 4% of GDP, the ex-

ante real interest rate would rise by 58 basis points.

Despite the large attention given to developed economies, the economies with the highest
interest rates in the world and a history of fiscal mismanagement are in the developing countries.
In the context of developing countries which is closest to the focus of our study, empirical
studies on the link between budget deficit and the interest rate are limited. A pioneering study
by Ahmad (1994) investigates the relationship between interest rates and government deficits
in Pakistan over the period 1970-1991 with IS-LM model and found that government budget
deficits did not exert significant influence on nominal or real interest rates. A similar study by
Mukhtar and Zakaria (2008) examined the relationship between government debt and long-term

interest rates with the Cointegration analysis and Granger causality test from 1960-2005 and
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conclude that budget deficits do not have a significant effect on nominal interest rates. Pandit
(2005) examined the relationship between long-term nominal interest rates and budget deficit
variables in Nepal with Cointegration and Error-Correction Mechanism (ECM) techniques for
the period 1975-2003. In the model, the nominal interest rate is a function of the inflation rate,
income, fiscal policy variables, and the central bank holding of government securities. The
author found evidence that there exists a positive but insignificant positive relationship between
the long-term nominal interest rate of government securities and budget deficit variables. The
author concludes that both supply of and demand for long term government securities are not

market based.

Akinboade (2010) investigates the budget deficit—interest rate relationships in South Africa
with two econometric methods: the London School and the Granger-causality methods. The

author’s results suggest that budget deficits have no effect on interest rates in South Africa.

A different result was found by Anyanwu (1998) who applied regression analysis to pooled
cross-section and time-series data for Nigeria, Ghana and the Gambia. The author’s results
indicate that fiscal deficits and government debts have a positive impact on interest rates. Obi
and Nurudeen (2008) conduct an empirical test on the effects of fiscal deficits and government
debts on interest rates in Nigeria using a Vector Auto Regressive (VAR) approach. Their
findings confirmed a positive interest rate effect of debt and fiscal deficits. This implies that
interest rates react to changes in credit markets in Nigeria, Ghana and Gambia. However, the
two studies ignored other important determinants such as money supply and inflation. For
instance, Nigeria has had double-digit inflation on average in the last decade, so expected
inflation could have a huge impact which was not captured in. Secondly, Nigerian banks are

awash with excess liquidity but money supply was not included.

A study by Chakraborty (2012) examined whether there was any evidence of financial crowding
out in the recent years of the financially deregulated interest rate regime in India with Vector
Auto Regressive (VAR) model between 206-2011. The author found no significant relationship
between the two. In fact, the results reveals that neither the long-term nor short-term interest

rate was determined by fiscal deficits in India.

However, credit markets rarely reach equilibrium through changes in interest rates alone
(Temin and Voth, 2005). Changes in the quantity of credit could give a better insight into the
effect of government borrowing. With regard to the quantity of private credit, Temin and Voth
(2005) argued that examinations of interest rates are fundamentally misguided, and that the
18th- and early 19th-century private loan market balanced through quantity rationing in
England. The authors used a VAR approach with a unique set of observations on lending
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volume at Hoare’s Bank and conclude that there was substantial crowding out: a 1% rise in

government debt led to a 1% decline in private lending.

Christensen (2005) regressed private sector lending on domestic debt in 27 sub-Sahara African
countries over the period 1980-2000. The author’s results showed significant support for the
crowding-out hypothesis: on average across countries, an expansion in domestic debt of one
percent relative to broad money causes the ratio of private sector lending to broad money to
decline by 0.15 percent. Christensen ’s study used a pooled OLS which is likely to have potential
biases induced by simultaneity, omitted variables, and unobserved country-specific effects.
Second, there have been some changes since 2000 as many developing countries have moved

toward