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SCALE DEPENDENT SOLUTE DISPERSION IN POROUS MEDIA
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Abstract Scale dependency of solute dispersion in porous media is one of the major striking issues in simulating larger scale aquifers. There are numerous studies dedicated to development of the simulation models that represent heterogeneous real world aquifers. In this paper we investigated the ability of a stochastic solute transport model (SSTM) of capturing the scale dependency. Initially, flow profiles were visually compared for different flow lengths. Then a stochastic inverse method was used to estimate the corresponding dispersion coefficient (D) for each parameter combination of the stochastic model. The results reveal that SSTM is capable of simulating the scale effect of solute dispersion, and to some extent, they agree with the past literature. Dispersivity increases with the smaller flow lengths, and the rate of increase decreases and tends to reach an asymptotic value for larger scales for similar parameters of SSTM.
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1. INTRODUCTION

We model the behavior of natural systems using basic laws of physics that govern the system by means of a mathematical representation. The advection-dispersion equation is widely used to simulate the solute transport through porous media using parameters such as hydraulic conductivity, porosity, and dispersivity [Fetter, 1999]. In deriving this equation, based on macroscopic mass balance, we average the volumetric flux of the solute transported by the average flow. The total solute flux at a given point is the sum of the mean flux and the fluctuating component, which occurs as a result of noise introduced into the flow by irregular porous media. This mean transport of the solute is called the advective flux, and the fluctuating component of the flux above the mean is given as the dispersive flux. Such fluctuations do not exist in zero mean flow velocity and progressively increase with the flow. Further, if the concentration of solute were different at two locations, it would affect the net transport of the solute mass. Hence, based on plausible arguments, the dispersive flux can be assumed to be proportional to the mean velocity and the concentration gradient [for a detailed discussion refer to Kulasiri and Verwoerd, 2002]. This argument is reminiscent of Fick's law and the dispersion (molecular diffusion plus mechanical dispersion) is approximated by the dispersion coefficient, \( D = \alpha L v \), where \( \alpha L \) is the longitudinal dispersivity, and \( v \) is the mean velocity. However, it is well known that \( D \) is scale dependent [Fetter, 1999].

1.1 Scale Dependency

Thijs [1962, 1963] argued that the increased longitudinal dispersion observed in the field experiments, compared to the laboratory experiments, may be resulting from the wide distribution of permeabilities and consequently velocities found within an aquifer. Fried [1972] presented a few longitudinal dispersivity observations for several sites, which were 0.1 to 0.6 m for the local (aquifer stratum) scale, 5 to 11 m for the global (aquifer thickness) scale. Fried [1975] revisited and redefined these scales in terms of 'mean traveled distance' of the tracer or contaminant as (i) local scale, between 2 and 4 m, (ii) global scale 1, between 4 and 20 m, (iii) global scale 2, between 20 and 100 m, and (iv) regional scale, larger than 100 m (usually several kilometers).

Fried [1972] found no scale effect on the transverse dispersion coefficient and suggested that its value could be obtained from laboratory results. However, Klotz et al. [1980] illustrated from a field tracer test that the width of the tracer plume increased linearly with travel distance. Oakes and Edworthy [1977] conducted two-well pulse and radial injection experiments in a sandstone aquifer and showed that the dispersivity readings for the fully penetrated depth to be 2 to 4 times the values for discrete layers.

Pickens and Grisak [1981] conducted laboratory columns and field tracer tests to investigate the magnitude of longitudinal dispersivity, \( \alpha L \), in a sandy stratified aquifer. The average \( \alpha L \) of 0.035 cm was obtained for three laboratory tracer tests with a repacked column of sand when the flow length was 30 cm. The analysis of the withdrawal phase concentration history for the injection withdrawal well of a single–well test showed an \( \alpha L \) of 3 cm and 9 cm for flow lengths of 3.13 m and 4.99 m, respectively. Further, they...
obtained 50 cm dispersivity in a two-well recirculating withdrawal–injection tracer test with wells located 8 m apart. All the above mentioned tests were conducted in the same site. Pickens and Grisak [1981] showed that the scale dependency of \( \alpha_c \) for the study site has a relationship of \( \alpha_c = 0.1 L \), where \( L \) is the mean travel distance. Lallemand-Barres and Peaudecerf [1978] plotted the field measured \( \alpha_c \) against the flow length on a log-log paper. This graph strengthens the finding of Pickens and Grisak [1981]. Gelhar [1986] published a similar representation of the scale dependency of \( \alpha_c \). That study was conducted with the data from many sites around the world, and indicated that \( \alpha_c \) in the range of 1 to 10 m would be reasonable for a site of dimension in the order of 1 km. However, the plot suggests that relationship between \( \alpha_c \) and the flow length is more complex and not as straightforward as shown by Pickens and Grisak [1981], and Lallemand-Barres and Peaudecerf [1978]. Huang et al. [1996a] developed an analytical solution for solute transport in heterogeneous porous media with scale dependent dispersion. In this model, dispersivity increases linearly with the flow length until some distance and reaches an asymptotic process. Other studies on scale dependency of dispersivity can be found in Huang et al. [1996b], Scheibe and Yabusaki [1998], Klenk and Grathwohl [2002], and Vanderboight and Vereecken [2002].

The above studies clearly manifest that dispersivity of solute transport in porous media is not only scale dependent but also a complex phenomenon. Nevertheless, groundwater contamination issues are so predominant and necessity of dealing with larger scale aquifers is unavoidable. The complex occurrence like scale dependency of dispersivity shows that some natural phenomena cannot be explained by using the models that give deterministic solutions, which have a single set of output values for a given set of inputs and parameters. Furthermore, the formation of real world natural systems like groundwater aquifers are highly heterogeneous, boundaries of the system are multifaceted, medium is heterogeneous, boundaries of the system are multifaceted, input are highly erratic and other subsidiary conditions can be subject to variation as well. Non-homogeneous formation of natural porous mediums was illustrated by Øksendal [1998]. They injected color liquid into a body of porous rock material and showed that the resulting scattered distribution of the liquid was not diffusing according to the deterministic model. The permeability of the porous medium varied within the material in an irregular manner. Therefore, uncertainty has to be incorporated in the model. For this reason, the stochastic models are more representative of heterogeneous systems and can incorporate this uncertainty by using stochastic differential equations.

The objective of this paper is to investigate a stochastic solute transport model (SSTM) [Kulasiri and Verwoerd, 1999, 2002] to assess its ability to capture the scale dependency of \( D \). The main feature of this model is it assumes the velocity of solute as a fundamental stochastic variable, \( v(x,t) = \bar{v}(x,t) + \xi(x,t) \), where \( \bar{v}(x,t) \) = average velocity described by Darcy’s law and \( \xi(x,t) \) = white noise correlated in space and \( \delta \)-correlated in time. This model avoids the use of the Fickian assumptions that give rise to the dispersion coefficient, \( D \). As a result, the scale dependent \( D \) would not affect the model solution. Therefore, it is important to investigate whether the model could capture the scale effect in representing stochastic flow.

2. STOCHASTIC MODEL

A detail description the stochastic model can be found in Kulasiri and Verwoerd [1999, 2002], and a brief introduction is given here that enables the reader to easily refer to the essential components of the model. The formulation of SSTM can be expressed by the following stochastic partial differential equation:

\[
dC = S(\bar{v}(x,t)C(x,t)) dt + S(C(x,t) d\beta(t)),
\]

where \( \bar{v} \) = mean velocity,

\[
d\beta(t) = \sum_{j=1}^{m} \sqrt{\lambda_j} \, db_j(t),
\]

\( m \) = number of terms used,

\( db_j(t) \) = increments of standard Wiener processes,

\( f_i \) = eigenfunctions of velocity covariance function,

\( \lambda_j \) = eigenvalues of velocity covariance function,

\[
S = -\left[ h_x \frac{\partial^2}{\partial x^2} + \frac{\partial}{\partial x} \right]
\]

is an operator in space, and

\[
h_x = dx.
\]

An exponential covariance kernel was assumed based on plausible arguments to model the spatial correlation of the noise component of the velocity function, and that can be given by

\[
q(x_i, x_j) = \sigma^2 e^{-\frac{y^2}{b^2}},
\]

where \( y = |x_i - x_j| \),

\( b \) = correlation length, and

\( \sigma^2 \) = variance.

\( x_i \) and \( x_j \) are any two points within the spatial range, \([0, a] \), considered. The eigenfunctions, \( f_i \) and eigenvalues,
\( \lambda_n \) of \( q(x, x_t) \) are obtained as the solution to the following integral equation:

\[
\int_0^a q(x, x_t) f_n(x_t) dx_t = \lambda_n f_n(x) .
\]

(4)

Assuming \( \sigma^2 \) is a constant over \([0, a] \), the solution to (4) can be obtained by:

\[
\lambda_n = \frac{2 \sigma^2}{\omega^2 - \theta^2} ,
\]

(5)

where \( \theta = 1/b \) and \( \omega_n \) are the roots of the following equation:

\[
\tan \omega_n a = \frac{2 \omega_n \theta}{\omega_n^2 - \theta^2} .
\]

(6)

The basic function of (2) can be obtained by solving (4). The \( n^\text{th} \) basis function is given by

\[
f_n(x) = \frac{1}{\sqrt{N}} \left( \sin \omega_n x + \frac{\omega_n}{\theta} \cos \omega_n x .
\]

(7)

where \( N = \frac{1}{2} \left( 1 + \frac{\omega_n^2}{\theta^2} \right) - \frac{1}{4 \omega_n} \left( 1 + \frac{\omega_n^2}{\theta^2} \right) \sin 2 \omega_n a
\]

\[
- \frac{1}{2 \theta} (\cos 2 \omega_n a - 1) .
\]

(8)

3. COMPUTATIONAL INVESTIGATION

The main parameters of the model are the correlation length, \( b \) and the variance, \( \sigma^2 \). The statistical nature of the computational solution changes with different \( b \) and \( \sigma^2 \). Exponentially distributed point source concentration values were considered as the initial conditions of other spatial coordinates.

We begin the investigation by plotting the concentration breakthrough curves for the range of \( b \), \((0.0001 \text{ to } 0.25 \text{ m}) \), against a constant \( \sigma^2 \) of 0.001 for two different scales, 1 and 10 m flow lengths (Figure 1 and 2, respectively). Those two figures clearly show that stochasticity increases with the scale for similar parameters. At the 1 m flow length the stochastic behavior of almost all profiles are insignificant and at the 10 m flow is subject to high stochasticity.

![Figure 1. Concentration profile at x = 0.5m of 1 m domain for \( \sigma^2 = 0.001 \).](image)

![Figure 2. Concentration profiles at x = 5m of 10 m domain for \( \sigma^2 = 0.001 \).](image)

It may not be acceptable to depend on one set of Wiener process increments. Therefore, we tested the ability of SSTM to capture the scale dependency for different Wiener process increments as well. Figure 3 and Figure 4 demonstrate a sample of plots for 1 m and 10 m flow lengths, respectively. Those figures demonstrate that stochasticity has increased with the scale for similar parameters.

We continued the investigation of SSTM for other parameter combinations. Figure 5 and 7 show the concentration breakthrough curves for 1 m domain, and
Figure 3. Concentration profiles at $x = 0.5\text{m}$ of 1 m domain for $\sigma^2 = 0.001$ with a different Wiener Process.

Figure 4. Concentration profiles at $x = 5\text{m}$ of 10 m domain for $\sigma^2 = 0.001$ with a different Wiener Process.

Figure 6 and 8 illustrate the concentration profiles for 10 m scale for comparable parameters, respectively. Those figures graphically verify that the potential of SSTM to capture the scale dependence. Figure 8 shows that even for larger scales the flow is reasonably stable for smaller $\sigma^2$ values, and as $\sigma^2$ increases the stochasticity of the flow intensifies.

Figure 7. Concentration profiles at $x = 0.5\text{m}$ of 1 m domain for $b = 0.01\text{m}$.

Figure 8. Concentration profiles at $x = 5\text{m}$ of 10 m domain for $b = 0.01\text{m}$.

We plotted the concentration breakthrough curves for range of $b$, $0.0001 - 0.25\text{m}$ against a constant $\sigma^2$ of 0.001 for a larger flow length of 20 m (Figure 9). Comparing Figure 1, 2 and 9 for similar parameter combinations for different scales, 1, 10 and 20 m, exemplify that the rate of increase of stochasticity is decreasing with scale. Instability of the flow increases significantly from 1 m flow length to 10 m. However, further increase to 20 m does not illustrate considerable difference in increase of stochasticity.
Even though similar model performances of scale dependence and decreasing rate of change of stochasticity are evident in other scales, visual comparison may not be sufficient to conclusively support the ability of capturing the scale dependency. Therefore, we explored the ways of estimating $D$ of the flow to recognize the increase of stochasticity with scale.

Rajanayaka and Kulasiri [2002] showed that SSTM could mimic the advection-dispersion model with reasonable accuracy provided that an appropriate $D$ was found. Hence, concentration profiles obtained from SSTM for spatial-temporal development were used to estimate the corresponding $D$ of the advection-dispersion model. A stochastic inverse method (SIM) was employed to determine $D$ [for details refer to Rajanayaka and Kulasiri, 2001]. In SIM we modeled the solute transport system through stochastic differential equations and obtained the likelihood expression for the estimation of parameters. Then, parameters were estimated using the maximum likelihood approach.

Figure 10 demonstrates that the comparison of deterministic and stochastic concentration profiles for 1 m domain, where parameters of SSTM are $\sigma^2 = 0.001$ and $b = 0.0001$, and corresponding $D = 0.01$ m$^2$/day for the advection-dispersion model. For the 10 m scale, Figure 11 shows that for the similar parameter values of SSTM, $D$ has increased to 0.035 m$^2$/day, i.e., the dispersivity of the flow of SSTM has increased with the scale for similar parameters.

We further employed SIM to estimate $D$ for other combinations of $\sigma^2$ and $b$ for different flow lengths. Table I exhibits the estimated $D$ for the range of scales: 1, 10, 20, 50 and 100 m.

Table 1, Figures 12 and 13 show that the values of estimated $D$ increase with scale for same parameter combinations. Similarly, the estimates illustrate higher randomness for larger values of parameters for the same flow scale.
Table 1. Estimates of $D$ obtained by using a stochastic inverse method for different combinations of parameters of SSTM for different flow lengths (flow velocity = 0.5 m/day).

<table>
<thead>
<tr>
<th>$b$</th>
<th>$\sigma^2$</th>
<th>Estimated D (m$^2$/day)</th>
<th>$\sigma^2$</th>
<th>Estimated D (m$^2$/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1 m</td>
<td>10 m</td>
<td>20 m</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0163</td>
<td>0.0350</td>
<td>0.0580</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0194</td>
<td>0.0374</td>
<td>0.0613</td>
<td>0.0993</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0139</td>
<td>0.0529</td>
<td>0.0847</td>
<td>0.1359</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0476</td>
<td>0.0870</td>
<td>0.1299</td>
<td>0.2065</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0679</td>
<td>0.0869</td>
<td>0.1421</td>
<td>0.2334</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.1697</td>
<td>0.0906</td>
<td>0.1504</td>
<td>0.2402</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0719</td>
<td>0.0938</td>
<td>0.1591</td>
<td>0.2554</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0726</td>
<td>0.0947</td>
<td>0.1613</td>
<td>0.2603</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.2075</td>
<td>0.0992</td>
<td>0.1572</td>
<td>0.2576</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0567</td>
<td>0.0870</td>
<td>0.1353</td>
<td>0.2301</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0742</td>
<td>0.0965</td>
<td>0.1531</td>
<td>0.2624</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0849</td>
<td>0.0991</td>
<td>0.1552</td>
<td>0.2543</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.1311</td>
<td>0.1386</td>
<td>0.2190</td>
<td>0.3683</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0570</td>
<td>0.0877</td>
<td>0.1344</td>
<td>0.2457</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0791</td>
<td>0.1000</td>
<td>0.1533</td>
<td>0.2859</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0946</td>
<td>0.1695</td>
<td>0.2673</td>
<td>0.4873</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.1148</td>
<td>0.2133</td>
<td>0.3345</td>
<td>0.6167</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.1375</td>
<td>0.2407</td>
<td>0.3771</td>
<td>0.6779</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.1557</td>
<td>0.2599</td>
<td>0.4048</td>
<td>0.7380</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.1847</td>
<td>0.2712</td>
<td>0.4175</td>
<td>0.7598</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.3020</td>
<td>0.2877</td>
<td>0.4301</td>
<td>0.7859</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.3087</td>
<td>0.2833</td>
<td>0.4247</td>
<td>0.7800</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.3556</td>
<td>0.1013</td>
<td>0.1625</td>
<td>0.2995</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.3696</td>
<td>0.1599</td>
<td>0.2521</td>
<td>0.4533</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.3765</td>
<td>0.2627</td>
<td>0.4132</td>
<td>0.7556</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.1685</td>
<td>0.2921</td>
<td>0.4587</td>
<td>0.8399</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.1526</td>
<td>0.2966</td>
<td>0.4746</td>
<td>0.8836</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0899</td>
<td>0.2970</td>
<td>0.4684</td>
<td>0.8521</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0922</td>
<td>0.2948</td>
<td>0.4669</td>
<td>0.8705</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0929</td>
<td>0.2914</td>
<td>0.4575</td>
<td>0.8394</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.1818</td>
<td>0.0855</td>
<td>0.1424</td>
<td>0.2690</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0297</td>
<td>0.1054</td>
<td>0.1686</td>
<td>0.3162</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0593</td>
<td>0.1780</td>
<td>0.2910</td>
<td>0.5682</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.0645</td>
<td>0.2818</td>
<td>0.4533</td>
<td>0.8774</td>
</tr>
</tbody>
</table>
Pickens and Grisak [1981], and Lallemant-Barres and Peaudecerf [1978] showed that the scale dependency of $\alpha_L$ has a linear relationship of $\alpha_L = 0.1 L$, where $L$ is the mean travel distance. However, Pickens and Grisak [1981] recognized that the linear increase of dispersionsity with the mean travel distance was unlikely for large travel distances.

It was expected that tracer migration between aquifer layers could cause a reduction in the magnitude of the proportionality constants, since transverse migration would tend to reduce the spreading effect caused by the stratification. The field measurements obtained by Gelhar [1986] illustrates that the scale dependence relationship between $\alpha_L$ and the flow length is non-linear (Figure 14).

To evaluate the comparative estimates of $D$ obtained from the inverse method for SSTM parameters and the field measurements observed by Gelhar [1986], we plotted them in a same plot (Figure 15). Only reliable observations of Figure 14 (indicated by larger symbols) were considered. Since, the parameter estimated from the inverse approach was $D$, $\alpha_L$ values of Figure 14 were converted to $D$ ($D = \alpha_L v$). Further, we plotted the relationship of $\alpha_L = 0.1 L$ in the same graph to assess our estimates. A mid range of $b$, 0.01 m, from Table 1 was chosen for the plot as to consider average parameter value of SSTM.

Figure 15 demonstrate that corresponding $D$ values obtained for SSTM parameters do not agree with the relationship of $\alpha_L = 0.1 L$. However, they are in reasonable agreement with most of the reliable field measurements observed by Gelhar [1986].

4. CONCLUSION

In this paper we investigated the ability of a stochastic solute transport model (SSTM) to capture the scale dependency of solute dispersion in porous media. SSTM is capable of capturing the scale dependency of $\alpha_L$ that increases with the flow lengths in a non-linear fashion. The corresponding $D$ values estimated for SSTM parameters give similar pattern of behavior with some experimental data in past literature. The main advantage of SSTM is that
can be utilized to describe different flow lengths without changing the parameters. Similar parameters of SSTM manifest smaller dispersivity for the smaller flow lengths and it progressively increases with the scale to reach an asymptotic value. Hence, SSTM can be used to model the dispersion at different flow lengths ranging from local to global scales.
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