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mechanisms to investigate morphological changes during 

synaptic plasticity 

 

by 

Raheel Khan 

 

The synaptic tagging and capture (STC) hypothesis not only explains the integration and 

association of synaptic activities, but also the formation of learning and memory. The 

synaptic pathways involve in the synaptic tagging and capture phenomenon are called STC 

pathways. It is challenging to associate the physical attributes of STC pathways with 

structural changes along with synaptic strength.   

Mathematical modelling and computational analysis provide a way to explain the complexity 

of STC mechanisms along with their structural impact on a single dendritic spine. In this 

study, we develop mathematical models based on significant reported networks involved in 

synaptic tagging. We use this model to explore events associated with synaptic tagging 

candidates and evaluate them against the assumption based on STC hypothesis. Our model 

explains the integrated activities of kinases (CaMKII, PKA, MAPK/ERK) in response to the 

initial stimulation and setting of tags, the effect of this on overall synaptic tag strength, and 

the induction of L-LTP with protein synthesis. We use this model to investigate the behaviour 

of different published synaptic tagging candidates and examine it against the criteria laid out 
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in the synaptic tagging hypothesis. Our model reveals that CaMKII activation (Tag1) is 

critical for the setting of the initial tag; however, coordinated activity with other kinases and 

the biochemical pathway is necessary for the tag to be stable. Similarly, PKA modulates 

NMDAR-mediated Ca2+ signalling. PKA and CaMKII likely act in concert in the process of 

tagging.  

We extend our model to investigate structural aspects of synaptic plasticity; we add the 

effects of actin remodelling and AMPARs anchoring on spine dynamics. The Spine model 

verifies that AMPARs are anchored in the PSD via scaffolding proteins and cytoskeletal 

elements to ensure reliable synaptic transmission. We introduce critical variables in the 

Extended-spine model to analyse the contribution of significant events leading to dendritic 

spine structural change. Our model associates the physical and structural aspects of synaptic 

plasticity link with spine dynamics. We find that a simple activation-inhibition loop can be 

used as paradoxical signalling to investigate the dynamics of kinases like CaMKII, the 

RhoGTPases-Rho and Cdc42, and actin remodelling. Hence, the interface between actin 

barbed end generation and signalling is a source of natural robustness, regardless of model 

sensitivity to kinetic parameters. 

 

Keywords: Synaptic tagging and capture, Ca2+- Calmodulin complex, CaMKII, actin 
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Chapter 1 

Introduction 

1.1 Synaptic tagging and capture (STC) and memory formation 

A synapse, the site between two neurons, transmits neuronal signals between neurons. This 

process is called synaptic transmission. Synaptic transmission involves the transfer of 

information from pre- to postsynaptic neurons in response to external stimulus. Important 

synaptic structures (axon terminals, synaptic cleft, and postsynaptic dendritic spines) and 

neurotransmitters (for example, dopamine and glutamate) accommodate and mediate 

synaptic transmission, respectively. The neurotransmitters are released from the presynaptic 

neuron and are dispersed across the synaptic cleft. They then trigger a response in the 

postsynaptic neuron. The synapse can modulate its synaptic strength, using a complex 

synaptic process called synaptic plasticity (see Appendix A for further information about 

synaptic transmission) (Bliss, Gardner-Medwin, & Lømo, 1973).  

Why is synaptic plasticity significant? Synaptic plasticity is the ability of synapses to weaken 

or strengthen over time in response to increases or decreases in synaptic activity. Synaptic 

plasticity has been widely studied as a physiological/cellular connection to memory storage 

(Mayford, Siegelbaum, & Kandel, 2012). Experimental findings suggest that gene mutations 

related to synaptic plasticity cause impairment in memory formation (H. P. Chang et al., 

1999; Giese, Fedorov, Filipkowski, & Silva, 1998; Volpe, Davis, Towle, & Dunlap, 1992). 

However, the relationship between synaptic plasticity and memory formation has not been 

fully established. It has been suggested that memory formation is an experience-based 

activity which has a robust connection to synaptic activities. The storage of memory may 

occur in the form of synaptic strength within the integrated network of neurons in the brain 

(Isaac, Nicoll, & Malenka, 1995; Segal & Andersen, 2000). A fundamental proposition based 

on Hebbian theory (Hebb, 2002) suggests that our brain ‘remembers’ external events related 

to environmental stimulus and stores memory by adapting differential synaptic strengths in 

response to the stimulus (Lisman, 1989). This results in the formation of the interconnected 
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neuronal cell assembly (Bear et al., 2007), which recognises the same environmental stimulus 

at the next occurrence. An example of this are the hippocampal spatial neurons. The 

hippocampus is considered the most crucial region of the brain for understanding the 

physiological and cellular mechanisms associated with memory storage. For instance, the 

hippocampal spatial neurons within the neuronal assembly fire collectively at a specific 

position to orient the placement of the particular object (Shapiro & Krishnan, 2001). 

Although these theories cannot explain different types of memories, they suggest that 

neuronal functions not only rely on external stimuli but also on the interconnected neuronal 

networks. In short, synaptic plasticity is critical for the performance of neuronal functions.  

How does synaptic plasticity exist in multiple forms? Hippocampal long-term potentiation 

(LTP) is a view which describes the integrated processes of memory storage. LTP is 

associated with long-lasting input specificity and associativity (Bliss et al., 1973). Scholars 

seeking to study memory-related processes must consider the Schaffer collateral - CA1 

region, one of the most crucial hippocampal regions. Any damage to the hippocampal CA1 

region impairs memory formation (Auer, Jensen, & Whishaw, 1989; Y.-H. Chen et al., 2018; 

Zola-Morgan, Squire, & Amaral, 1986). In the CA1 region, synaptic plasticity takes distinct 

forms, with different molecular constraints in the CA1 region. The short-term memory 

(STM) (Herberg, Taylor, & Dostmann) correlate with Early-LTP (E-LTP) which lasts 1 to 2 

hours (Y.-Y. Huang, Li, & Kandel, 1994; Nomoto & Inokuchi, 2018). It involves N-methyl-

D-aspartic acid receptors (NMDARs) and Ca2+/calmodulin-dependent protein kinases II 

(CaMKII) activation. It does not require protein kinase A (PKA) activation, and protein 

synthesis (P. Park et al., 2016). In contrast, the long-term memory (LTM) is associated with 

late-LTP (L-LTP) which lasts several hours and requires the activation of NMDARs, 

CaMKII, PKA, transcription, and protein synthesis (Abel et al., 1997; S. Frey & Frey, 2008; 

U. Frey & Morris, 1997; Smolen, Baxter, & Byrne, 2019). In L-LTP, PKA activation, 

transcription, and protein synthesis are critical contributing factors that distinguish LTM 

from STM (Abel et al., 1997; Baltaci, Mogulkoc, & Baltaci, 2019; Pittenger & Kandel, 1998; 

Ricciarelli & Fedele, 2018). These experimental findings provide justification for further 

investigation of the critical processes underlying L-LTP. LTP recordings on single-cell 
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dendritic spines and LTM from a unique behavioural encounter using naïve animals have 

substantial constraints such as spatial constraints for postsynaptic activation, creating 

conditions in which presynaptic vesicular fusion occurs in extremely close proximity to the 

receptor site. These constraints relate to the intricate characteristics of memory formation and 

storage which involve the coordination of several synaptic inputs from multiple events 

(Glasgow et al., 2019).  

Why are synaptic tagging and capture mechanisms essential for memory formation? Past, 

present and future experiences which interact with each other influence the formation of 

memories. Activity-related memories, or those which involve emotional arousal require more 

attention and are more enduring than ordinary memories (LaLumiere, McGaugh, & 

McIntyre, 2017). We need a synaptic model which focuses on the integration of activity-

related inputs to account for complex memory processing. The synaptic tagging and capture 

hypothesis explains the integration and association of synaptic activities of two individual 

sets of synapses. According to the STC hypothesis, weak stimulation induces E-LTP in one 

synaptic pathway becomes persistent when it is integrated with strong stimulation-induced 

L-LTP in another pathway (U. Frey & Morris, 1997). The strong stimulation not only causes 

the synthesis of plasticity-related products (PRPs) but also tags stimulated synapses. These 

tagged synapses then capture the PRPs and move within the neurons. The duration or time 

window of the tag is approximately 1-2 hours. This enables successful L-LTP capture (see 

Section 2.1 for details of the STC experiment) (Frey & Morris, 1998).  

While many researchers have studied STC, the identity of the tag remains indefinable. The 

formation of a tag, at the stimulated synapses, is the most crucial STC component because 

the synthesis of PRPs alone is not enough for L-LTP (U. Frey & Morris, 1997). Experimental 

findings have established various requirements that molecules or memory processes must 

meet in order to be considered a tag. A tag should be 1) transient and reversible, 2) spatially 

restricted to activated synapses, 3) independent of protein synthesis, and 4) interact with 

PRPs (Smolen et al., 2019). Although scholars have identified many molecules and pathways 

as tags (for example, NMDAR, CaMKII, PKA, and TrkB, actin polymerisation) (Baltaci et 

al., 2019), there is a possibility that tagging includes the integration of many molecules or 
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pathways instead of individual molecules or a single pathway (see Section 2.1 for details of 

synaptic tagging mechanisms).  

1.2 Activity-dependent dendritic spine morphological changes 

Synaptic plasticity can be classified into functional and structural plasticity based on changes 

in synaptic strength that cause functional and structural changes in the brain (Panatier et al., 

2006). Both functional and structural plasticity are associated with changes in the synaptic 

strength; they are believed to be essential for synaptic plasticity and memory formation 

(Davis, Schuster, & Goodman, 1996; Theodosis, Poulain, & Oliet, 2008). Several 

hippocampal neurons are covered by tiny postsynaptic protruding structures named dendritic 

spines (A. Holtmaat & Svoboda, 2009). A single dendritic spine is comprised of one small 

protruding head, which measures approximately 0.1 fL. It is attached to its parent dendrite 

via a slender neck measuring  ̴ 0.1 µm in diameter and  ̴ 0.5 µm in length. The neck provides 

electrical resistance and a diffusional barrier, separating the spine’s head electrically (Jayant 

et al., 2017) and biochemically (Trong et al., 2017) from its parent dendrite. Ca2+ - mediated 

biochemical reactions and multiple signalling molecules regulate the spine’s structure and 

function. The dendritic spines’ unique morphology and shafts restrict the spatiotemporal 

dynamics of the biochemical reaction in a complicated manner. The synaptic specificity of 

LTP is maintained by signalling activities. While some are limited to the spine (Hedrick & 

Yasuda, 2017), other signals spread locally along the dendritic shaft and nearby spines 

(Murakoshi et al., 2017; Yasuda, 2017). Some signalling activities are also transmitted deep 

within nucleus go distantly into the nucleus, located a few hundred micrometres away from 

the stimulated spines (Nakhaei-Rad et al., 2018). Therefore, biochemical signalling which is 

comprised of distinct spatiotemporal dynamics, could have a significant influence on the 

timescales and duration of synaptic plasticity. 

How do activity-dependent morphological changes occur in the dendritic spine? One 

essential aspect of morphological changes in the dendritic spine is the remodelling of 

neuronal networks through activity-dependent functional modification of synaptic 

connections (Bosch et al., 2014). These modifications are associated with structural changes 
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in synapses, hypothesised to be a cellular substrate of learning and memory (Humeau & 

Choquet, 2019). Recent studies have revealed that the morphology of the spine head, neck, 

and its substructures are modified dynamically during various forms of synaptic plasticity 

(Nakahata & Yasuda, 2018). The spine head size is dependent on the area of postsynaptic 

density (PSD) in the dendritic spine, the numbers of the α-amino-3-hydroxy-5-methyl-4-

isoxazole propionic acid receptors (AMPARs) inserted into the synaptic membrane, and the 

amplitude of AMPARs insertion (Glasgow et al., 2018; Huganir & Nicoll, 2013). In short, 

spine morphology is closely associated with synaptic function; a change in spine size is 

believed to be an essential substrate of synaptic plasticity. Indeed, many studies have revealed 

that LTP and long-term depression (LTD) are associated with spine enlargement and 

shrinkage, respectively (J.-Y. Chang et al., 2019; Hedrick & Yasuda, 2017; Murakoshi & 

Yasuda, 2012). Studies on spine structural plasticity have revealed that under low Mg2+ 

concentration, repetitive glutamate uncaging produces a quick and transient enlargement of 

the spine head in the first few minutes in the hippocampal CA1 pyramidal neurons. A 

sustained change follows this transient enlargement in volume, a change which lasts for hours 

(Ellis-Davies, 2019; Serwach & Gruszczynska-Biegala, 2019). An increase in postsynaptic 

glutamate activity causes the morphological change of the stimulated spine (Fu & Ip, 2017). 

These functional and morphological changes are noticed only in the stimulated synapses of 

the dendritic spine, but not in the neighbouring synapses (Chidambaram et al., 2019), 

suggesting that LTP can be induced by using input-specific approach at the single spine level. 
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1.3 Motivation and research questions 

The structural plasticity of dendritic spines is essential for learning, memory, and various 

forms of synaptic plasticity. The complex signalling network that mediates these processes 

is comprised of several biomolecules (discussed in Chapter 2). Researchers have studied the 

effects of these signalling networks by infusing specific inhibitors, such as Anisomycin, into 

healthy animals or cells or in transgenic animal models, under experimental conditions. It is 

challenging and expensive to investigate complex animal behaviours due to constraints 

associated with available technology. Differences in the results of experimental studies may 

be simply due to the use of different methods; this is a key limitation with using experimental 

studies. Systems biology offers an alternative approach for analysing these kinds of 

challenging and complex problems. It uses computational methods and mathematical 

modelling. Thoroughly devised computational experiments enable a better understanding of 

the simulation results. In this thesis we investigate morphological changes in dendritic spines 

using mathematical modelling. We aim to answer the following questions about the STC 

mechanisms: 

1) What are the critical molecular networks underlying the STC? Considering the 

essential attributes of a synaptic tag, how do molecular networks induce the formation 

of a synaptic tag?  

To answer these questions, we must decide what essential memory molecules to 

include from those that have been identified in earlier studies as crucial for STC 

pathways (see Section 2.1.1). We then need to design a mathematical model, based 

either on experimental data or observations, to represent a molecular network of 

essential STC pathways. The model should also be able to investigate the behaviour 

of the synaptic tagging candidates after they have incorporated the associated 

pathways. The simulation results should provide novel approaches which allow 

researchers to understand the setting and decay of the synaptic tag coupled with 

structural and functional properties. 

2) How does AMPARs insertion impact spine morphology considering the LTP-

induced-anchoring via scaffolding proteins?  
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To answer these questions, we need to consider all STC pathways. The STC model 

should be modified by including actin remodelling components (see explanation in 

Section 2.2). Specific parameters should be estimated or calibrated in the presence of 

actin remodelling components. The AMPARs anchoring network should be added to 

obtain the corresponding structural changes in the PSD. The simulation results must 

be able to provide predictions on the functional and structural changes in the 

postsynaptic dendritic spine due to actin remodelling and AMPARs anchoring via 

scaffolding proteins. 

3) How does signalling interface with cytoskeletal remodelling? Likewise, how does 

AMPARs insertion modulate the LTP-induced sustained spine expansion? 

To answer these questions, we include essential components that are involved in the 

transient and sustained postsynaptic expansion of the dendritic spine. We then 

introduce critical variables to analyse the contribution of critical events leading to 

structural changes in the dendritic spine. The simulation results should provide new 

insights into the role of different parameters and components of networks on spine 

dynamics. 
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1.4 Objective of this study 

This study investigates critical STC pathways and related morphological changes in single 

dendritic spines using mathematical models of a CA1 pyramidal dendritic spine. The primary 

objectives of the study are given below: 

1) To explore and investigate the relationship between STC pathways and synaptic 

plasticity. 

We develop a quantitative mathematical model based on Frey and Morris’ 1997 STC 

hypothesis. This model integrates the major reported networks involved in synaptic tagging. 

We use this model to explore the events associated with synaptic tagging candidates and test 

them against the STC assumptions.  

2) To investigate the physiological effects of actin remodelling and AMPARs anchoring 

on spine dynamics. 

We expand the STC model for Objective (1) by adding the critical factors of actin 

remodelling and AMPARs anchoring into the model. We concentrate on crucial Rho 

GTPases correlating to NMDAR-mediated Ca2+ dynamics in the dendritic spine. Selective 

AMPARs trafficking networks are included to explore the impact of AMPARs anchoring on 

dendritic spine dynamics.  

3) To study the basis of NMDAR/Ca2+-mediated sustained dendritic spine expansion.  

We introduce critical variables to the extended model to analyse the contribution of 

significant events which change the structure of dendritic spines. We use this model to 

investigate the integrated network that controls transient and sustained spine expansion.  
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1.5 Thesis structure 

This thesis is comprised of six chapters. Figure 1.1 provides a visual representation of the 

thesis’ structure. It also lists the primary research questions to be answered in Chapters 3 to 

5.  

In Chapter 1, we have discussed the STC hypothesis and NMDARs-Ca2+ dependent 

morphological changes in the dendritic spine. We have also discussed the thesis’ objectives 

and motivations. In Chapter 2, we review experimental findings related to the STC 

hypothesis. We also discuss the latest research on activity-dependent morphological changes 

in the dendritic spine. We include existing computational modelling approaches to model 

physiological and morphological aspects of the single dendritic spine to understand spine 

dynamics. In Chapter 3, we develop a mathematical model of a CA1 pyramidal dendritic 

spine. We use this model to investigate the events associated with synaptic tagging candidates 

and test them against assumptions in the STC hypothesis. In Chapter 4, we develop an 

extended STC-model with actin remodelling components and a selective AMPARs 

anchoring model to investigate cytoskeletal remodelling of the dendritic spine. Chapter 5 

links our STC-extended model to key quantitative variables to form a spine enlargement 

model. We use this model to explore the integrated network that controls transient and 

sustained spine expansion. In Chapter 6, we summarise and review our study’s contributions. 

We propose further avenues which would extend our research on the STC hypothesis and 

associated networks that influence spine dynamics. 
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Figure 1.1 Structure of the thesis 
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Introduction 
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Chapter 3: What are the critical molecular networks which underlie STC? 

Keeping the key attributes of a synaptic tag in mind, we ask, which of the 

molecular networks induce the formation of a synaptic tag? 

Chapter 2 

Literature review 
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Chapter 2 

2 Background and Literature Review 

Memory formation is a continuous process of gathering and storing information in the 

hippocampal region of the brain (Aimone, Wiles, & Gage, 2006). While some memories 

persist, others fade away over time (Redondo & Morris, 2011). Modifications in activity-

dependent connections between synapses make it possible to adapt, learn and form memories 

(Lamprecht & LeDoux, 2004). These modifications make synapses weaken or strengthen 

over time; this process is called synaptic plasticity (Abbott & Nelson, 2000).  

Long-term synaptic plasticity, a form of synaptic plasticity associated with long-term 

modifications, can be classified into two cellular phenomena: that is, LTP and LTD 

(Ramachandran & Frey, 2009). Synaptic stimulation causes LTP and LTD (Ramachandran 

& Frey, 2009). In LTP, synaptic strength increases. This process is complemented by 

dendritic morphological changes. In contrast, in LTD, synaptic strength decreases 

(Matsuzaki et al., 2004). Both LTP and LTD have early and late phases, accompanied by 

cellular level modifications. They are maintained by the generation of PRPs (Manahan-

Vaughan, Kulla, & Frey, 2000). E-LTP and L-LTP have been recognised as protein synthesis 

independent and protein synthesis-dependent phases, respectively (Govindarajan, Israely, 

Huang, & Tonegawa, 2011). These phases provide evidence of memory allocation (Rogerson 

et al., 2014), which is a mechanism that determines which specific synapse (synaptic 

allocation) or neuron (neuronal allocation) will store the given memory at the synaptic or 

neuronal level (Silva et al., 2009). The chapter is divided into four sections. While Section 

2.1 introduced the mechanisms of memory allocation and the STC hypothesis, in this section, 

we review experimental and conflicting findings about the synaptic tags, focusing in 

particular on the physiological and structural criteria. In Section 2.2, we discuss the structural 

aspect of synaptic plasticity, explaining morphological changes associated with the transient 

and sustained increase in spine size. In Section 2.3 we discuss computational modelling 

approaches to STC and overall spine dynamics. In Section 2.4, we discuss existing models 
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and their potential to explain the STC hypothesis and associated networks that influence spine 

morphology. 

2.1 The STC hypothesis and memory allocation 

Memory development is consistently impacted by present, past and future encounters. 

Memories are often connected with occasions that involve extra consideration or include 

passionate excitement (Richter-Levin & Akirav, 2003). A synaptic model is needed to 

address the complex mechanism of memory processing. This model must be able to handle 

the integration of multiple inputs. The STC hypothesis explains the integration and 

coordination of synaptic activities between two autonomous arrangements of synapses (U. 

Frey & Morris, 1997; Martin et al., 1997). For the experiment, Frey and Morris placed two 

stimulating electrodes on either side of a recording electrode in the hippocampal CA1 zone 

to fortify two autonomous synaptic arrangements that were focalising onto a similar CA1 

neuron (Figure 2.1a) (Martin & Kosik, 2002). The potentiated synapses were tagged by the 

strong stimulation (S1), as well as prompts gene products generation or PRPs (U. Frey & 

Morris, 1997; Redondo & Morris, 2011). The synapses which will be tagged capture the 

PRPs. PRPs captured by the tag enable the expression of L-LTP in the S1 pathway (Figure 

2.1b) (Martin & Kosik, 2002). However, weak stimulation at S2 produces only tags. Due to 

weak stimulation in the S2 pathway, generation and accessibility of PRPs is not possible; 

hence, E-LTP is not transformed into L-LTP (Figure 2.1c) (Martin & Kosik, 2002). But, 

when the S2 and S1 pathways are  combined, the tag delivered from the S2 pathway can 

capture PRPs. As a result, E-LTP is transformed into L-LTP. Input specificity, described in 

the STC hypothesis, is effective because the synapses which are tagged can utilise similar 

PRPs, generated as a  result of strong stimulation (U. Frey & Morris, 1998). For effective L-

LTP capture, the tag’s window is approximately 1 to 2 hours (U. Frey & Morris, 1998).  

Behaviourally, STM, induced by the weak stimulation, can likewise be transformed into 

LTM by robust independent stimulation (Ballarini et al., 2009; Redondo & Morris, 2011). 

The extended period of associativity and heterosynaptic capture, depicted by STC, give good 
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integrative representation and complex nature of memory processing (Martin & Kosik, 

2002).  

 

Figure 2.1 Synaptic tagging in rodent hippocampal neurons. a) The stimulation is given by two electrodes 

designed to stimulate two independent pathways, S1 (green) and S2 (blue), in a hippocampal slice, that feature 

a similar neuronal population in area CA1. b) A single train of high-frequency stimulation to one of the 

pathways produces LTP that decays after 1.5 hours. Three tetanic stimulation produces LTP that stays for at 

least 8 hours and is sensitive to Anisomycin (inhibitors of gene transcription). LTP occurs constantly in both 

the S1 and S2 pathways if a single tetanic stimulation is applied to S2 either before (right panel) or after (left 

panel) three tetanic stimuli is applied at S1. This means that the single tetanus generates a synaptic tag that can 

capture PRPs, induced by the three tetanic stimulation. c) The synaptic tag is independent of local protein 

synthesis. Anisomycin (represented by the red bars) blocks protein synthesis during the three tetanic stimulation 

which blocks LTP in both the S1 and S2 pathways (left panel). However, subsequent inhibition of protein 

synthesis does not  inhibit LTP in S2 once the three tetanic stimulation has been applied to S1. This result 

indicates that a single tetanus creates a synaptic tag which is protein-synthesis-independent and can capture 

PRPs. Source: Martin and Kosik’s original work (http://www.nature.com/nrn/journal/v3/n10/full/nrn942.html).  

http://www.nature.com/nrn/journal/v3/n10/full/nrn942.html
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The process of memory allocation involves E-LTP and L-LTP; Frey and Morris presented 

the STC hypothesis to explain this process. According to the STC hypothesis, potentiated 

synapses should be “tagged” and must be independent of protein synthesis (E-LTP). These 

tagged synapses then capture the PRPs to maintain L-LTP (U. Frey & Morris, 1997). E-LTP 

is characterised as a tag setting phase, but protein synthesis is not required, i.e., this phase is 

independent of protein synthesis; however, protein synthesis occurs during L-LTP. A 

particular stimulus is necessary to set a “tag” at potentiated synapses that induce synthesis of 

PRPs during L-LTP. Both PRPs and tags can interact if both are present in a particular time 

window, thus changing a typically transient E-LTP into L- LTP (U. Frey & Morris, 1997; 

Pinho, Marcut, & Fonseca, 2020b).  

The synaptic tagging process involves the coordinated activity or interaction of two or more 

molecules; and, this process still needs to be investigated (U. Frey & Morris, 1997). Broadly 

speaking, a synaptic tag functions as a flag that forms at the potentiated synapse within the 

neuron. It then captures the PRPs during L-LTP (Kindt & Soeter, 2018; Redondo & Morris, 

2011). Once a tag sets, it must stay long enough to transform E-LTP into L-LTP and create 

LTM (U. Frey & Morris, 1997; Shetty & Sajikumar, 2017).  

The STC hypothesis is based on several assumptions. For the experiment, two independent 

synaptic inputs, S1 and S2, were used (U. Frey & Morris, 1997). S1 and S2 are two specific 

input sites which represent two distinct pathways within a neuron on to which the stimulus 

is introduced. According to the STC hypothesis (Figure 2.2), E-LTP induction on S1 causes 

the transient activation of a local synaptic tag, but only repeated tetanisation leads to L-LTP 

initiated protein synthesis (U. Frey & Morris, 1997). Figure 2.2 provides a visual 

representation of the occurrence of a tag (Flag) and PRPs (triangle) after different 

stimulations of two inputs at various points. In Fig. 2.2a, protein synthesis (arrows) starts 

after two hours of L-LTP induction at S1. However, S2 is maintained as control stimuli at a 

low frequency and shows no tag formation. In Figure 2.2b, it is strong tetanisation applied at 

S2 that forms a tag. However, due to the introduction of a protein synthesis blocker 

(Anisomycin) at S2, protein synthesis cannot be initiated. This shows that the synaptic tag 

itself is independent of protein synthesis. In Fig. 2.2c, S1 tetanisation during protein synthesis 
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inhibition creates a tag that stays for < 3 hours. Induction of L-LTP at S2 and the removal of 

the protein synthesis inhibitor after three hours of tetanisation fails to rescue L-LTP at S1. 

The tag created by the tetanisation of S1 must have been decayed by the time that the 

macromolecules, associated with the tetanisation of S2, are available. However, Figures 2.2d 

and 2.2e reveal no tag at S2 after short term potentiation (STP)-induced by weak tetanisation 

(Westphal et al., 1999) and shows its association with E-LTP after the induction of L-LTP at 

S1. Although weak tetanisation at S2 (Figure 2.2d) only leads to STP, stronger single 

tetanisation of S2 (Fig 2.2e) results in L-LTP (U. Frey & Morris, 1997). 

 

a) +2h                                             b) +2h                                     c) +3h 
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 d) +2h                                                           e) +2h  

Figure 2.2 The Synaptic Tagging and Capture (STC) hypothesis. a) Showing the formation of a tag with 

capturing macromolecule at S1 input. L-LTP at S1, initiating the protein synthesis, however, there is no tag 

formation at S2 because of control input. b) with persistent strong tetanisation, a tag is generated at S2. 

However, protein synthesis is still done by S1. c) in this phase after 3 hours, the tag is decayed at S1, and protein 

synthesis is blocked; however, it started through S2 input because of L-LTP. d & e) Short term potentiation or 

weak tetanisation at S2 does not produce a tag and protein synthesis. However, stronger stimulation at S2 gives 

rise to L-LTP, PS (protein synthesis), S1 and S2 (synaptic input 1 and 2, respectively), Synaptic Tag        , 

Tetanus       and Macromolecule  . 

Based on the STC research studies, the prerequisite criteria for a tag are given below:  

A tag must be 1) limited to potentiated synapses, 2) reversible and transient, 3) lasting for at 

least 1 hour, 4) protein synthesis independent, and 5) able to interact with PRPs (already 

available) and recruit newly synthesised PRPs (Kelleher, Govindarajan, & Tonegawa, 2004; 

Martin & Kosik, 2002). As several mechanisms and molecules (for example, F-actin, Cofilin, 

the NMDA receptor, CaMKII, PKA, TrkB, and ERK) have been proposed as tags (Ballarini 

et al., 2009; U. Frey & Morris, 1997). Tagging likely includes the coordination of numerous 

mechanisms and molecules instead of a solitary mechanism or molecule (S. Frey & Frey, 

2008; Pinho et al., 2020b).  
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Although numerous scientists have examined STC over the past decade, the identity and 

nature of a tag are still undefined. The process of tagging is a critical component of STC 

because by itself PRP generation is not adequate for the expression of L-LTP (Shetty & 

Sajikumar, 2017). The prerequisite criteria for a tag, as outlined in prior literature, are 

discussed in the following section. 

2.1.1 Molecular mechanisms involved in STC that alter PSD 

The researchers have identified several mechanisms involving STC, directly or indirectly. 

Figure 2.3 below shows five important mechanisms potentially involved in STC 

mechanisms. 

 

Figure 2.3 Mechanisms involved in synaptic tagging and capture. 1) NMDAR – CaMKII regulation, 2) 

CaMKII – F-actin regulation, 3) PKA regulatory pathway, 4) Myosin II-b regulatory pathway, 5) Cofilin – F-

actin pathway. 

2.1.1.1 NMDAR ï CaMKII regulation 

NMDARs are involved in LTM and L-LTP (Sachser et al., 2016) and the experimental 

studies have identified NMDAR as a synaptic tag; inhibition studies confirm that AP5, an 

NMDAR inhibitor, blocks STC as well, even though PRPs are accessible for capture (Barco, 
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Alarcon, & Kandel, 2002). NMDARs activate CaMKII with Ca2+ inward current after the 

induction of LTP. CaMKII is considered another synaptic tagging candidate because 

blocking CaMKII activity stops STC: this provides evidence that CaMKII activation is also 

required for the establishment of STC (Sacktor & Fenton, 2018).  

It has been argued that L-LTP includes a tag setting amid LTP induction. This enables the 

potentiated synapse to capture the PRPs responsible for L-LTP (U. Frey & Morris, 1997). In 

any case, the mechanism by which spines grow, during memory formation, is unknown. 

Sanhueza and Lisman (Sanhueza & Lisman, 2013) hypothesise that the first molecule-

specific version of STC is based on known binding reactions. They suggest that the NMDAR-

CaMKII complex serves as a tag that leads to a binding cascade involving the capture of 

PRPs (actinin, delta-catenin, N-cadherin, and densin, several of which are synthesised fresh) 

(Sanhueza & Lisman, 2013). According to the hypothesis, delta-catenin binds with the 

AMPA-binding protein prompting the LTP-induced increase in AMPAR channels (Sanhueza 

& Lisman, 2013) (Figure 2.4). The addition of N-cadherin, in the postsynaptic region, 

increases the size of the synapse (Saglietti et al., 2007; Sanhueza & Lisman, 2013). It is 

suggested that the synaptic strength is more stable due to the combined actions of the N-

cadherin dimers and the CaMKII/NMDAR complex (Sanhueza & Lisman, 2013). No 

previous studies on the cascade of biochemical reactions have shown that N-cadherin 

incorporation into the synapses is LTP induced. Figure 2.4 (Sanhueza & Lisman, 2013) 

demonstrates a functional basis of CaMKII/NMDAR binding interactions. The 

CaMKII/NMDAR complex has been proposed as a structural seed for the capturing process 

that gradually increases synapse strength and size: in other words, it is responsible for L-LTP 

(Sanhueza & Lisman, 2013). 
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Figure 2.4 Formation of the CaMKII/NMDAR complex and binding interactions. a) Before the induction 

of LTP (no binding between CaMKII and NMDAR). b) During the induction of LTP, activated CaMKII forms 

a stable complex with the NMDARs channel and consequently create a tag. c) This complex serves as a 

structural seed for the ongoing capture of N-cadherin, densin, AMPARs binding proteins, and delta-catenin. 

The addition of the AMPARs binding proteins provide new anchoring sites for AMPAR channels, thus 

increasing synaptic strength.  

2.1.1.2 CaMKII ï F-actin regulation 

Studies have shown that two distinct pools of F-actin are present in the dendritic spine 

(Cingolani & Goda, 2008; Honkura et al., 2008); First, a dynamic pool that can interact 

directly or indirectly with NMDARs, AMPARs, and PSD-scaffolding proteins, second, a 

stable pool that acts as the primary scaffold to support the whole spine structure (Dillon & 

Goda, 2005). A dynamic pool of F-actin is usually present under the spine surface. The stable 

pool is associated with the spine apparatus and is present at the core of the spine head and 

neck (Dillon & Goda, 2005). Recent studies have confirmed the presence of a  third pool of 

F-actin that is formed only after the induction of LTP. This third pool is confined to the spine 

head which  regulates the tenacity of structural enlargement due to LTP induction (Honkura 

et al., 2008).  

This new LTP-induced formation of F-actin complex at the dendritic spine fulfils the tag 

criteria (K.I. Okamoto et al., 2007). Firstly, actin polymerisation does not involve new 

translation of proteins. It is  triggered in a synapse-specific manner. Secondly, it can act as a 
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primary binding site for postsynaptic proteins that directly or indirectly bind to F-actin. 

Finally, it survives for at least 30 min (potentially  longer) (Fukazawa et al., 2003; K.I. 

Okamoto et al., 2004). The increased number of binding sites, due to the new F-actin complex 

formation, play a significant role in capturing PRPs. A recent study supports the hypothesis 

that F-actin is a vital part of LTP-induced synaptic tagging, as any disruption in F-actin 

during LTP induction stalls the tagging process, but not the synthesis of new PRPs 

(Ramachandran & Frey, 2009). This hypothesis indicates that F-actin is a crucial part of the 

synaptic tagging process. In contrast, CaMKII inhibition also stops the formation of LTP-

induced synaptic tags (Sajikumar, Navakkode, & Frey, 2007). These findings indicate that 

there is a process by which the content and status of F-actin is controlled by CaMKII activity; 

this eventually allows the formation of a synaptic tag and structural plasticity of the spine. 

Not only is CaMKII involved in direct interaction with F-actin, but it also triggers interaction 

with actin filaments in some alternative signalling pathways. This process occurs primarily 

through its kinase activity (Figure 2.5) (K. Okamoto, Bosch, & Hayashi, 2009). These 

pathways mainly converge on small GTPases Rho-family such as Rac1, Cdc42, or Rho A. 

GTPase activating proteins (GAPs) and Guanine-nucleotide-exchange factors (GEFs), both 

control the GTPases’ activity, bi-directionally in an opposite manner. GAPs suppress GTPase 

activity, whereas GEFs triggers it (Hall, 1998). These signalling pathways are directly 

involved in spine morphogenesis and plasticity. They also control the F-actin dynamics (K. 

Okamoto et al., 2009). Kalirin-7, a GEF protein, has been reported to be essential for 

AMPAR trafficking in terms of synapse and spine enlargement. CaMKII phosphorylates 

kalirin-7, after the activation of NMDARs, which increases its GEF activity. GEF activation 

triggers GTPase Rac1, which leads to the activation of the LIM kinase (LIMK) cascade by a 

p21-activated kinase (PAK). LIMK eventually regulates the cofilin activity (K. Okamoto et 

al., 2009). 
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Figure 2.5 Signalling pathways triggered by CaMKII kinase activity. CaMKII activity regulates the 

signalling cascades involving several other kinases and members of the Rho family of small GTPases. This is 

in addition to its direct pushing action on F-actin. These cascades regulate the activity of the actin-binding 

proteins (ABPs) cofilin and profilin, controlling polymerisation and depolymerisation of the actin filaments. 

2.1.1.3 PKA regulatory pathway 

The mechanism responsible for storing memory involves synaptic plasticity, which is 

dependent on changes in neuronal connection strength (Martin et al., 1997). cAMP-

dependent protein kinase (PKA) is one of the protein kinases that is involved in the regulation 

of memory storage mechanism (Kandel, 2001). Although a neuron is composed of several 

synapses, synaptic plasticity may only affect subsections of synapses (Stepanyants, Hof, & 

Chklovskii, 2002). Research studies have shown that PKA is one of the most significant and 

critical molecules for L-LTP induction and maintenance (U. Frey & Morris, 1998). 

Pharmacological studies involving forskolin (the cAMP activator), Sp-cAMP (a cAMP 

analogue for activation), and phosphodiesterase (PDE) inhibitors (involved in cAMP 
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degradation) demonstrate that PKA activation is required for the induction of transcription, 

long-lasting potentiation, and protein synthesis during L-LTP (Scharf et al., 2002). PKA 

initiation causes L-LTP induction; thus, it mediates synaptic tagging and capture process. 

Previous research has shown that the inhibition of PKA by KT5720 (a PKA inhibitor) causes 

disruptions in tagging and capture of PRPs (Young, Isiegas, Abel, & Nguyen, 2006). Low-

frequency stimulation (LFS) triggers phosphatases that are involved in the resetting of the 

tag through the dephosphorylation of PKA binding sites (Connor & Nguyen, 2015). 

Likewise, the inhibition of protein phosphatase 1 (PP1) by PKA is essential for L-LTP 

induction. A study of mice expressing a negative PKA regulatory subunit shows that PP1 

inhibitors lessen L-LTP insufficiency (Woo, Abel, & Nguyen, 2002).  

Interestingly, PKA transient activity is disturbed due to increased phosphatase activities 

produced by LFS (A. J. Park & Abel, 2015). Such transient behaviour makes PKA a strong 

candidate for a synaptic tag. 

2.1.1.4 Myosin II-b regulatory pathway 

Myosin IIb is another critical regulator for actin reorganisation and spine maturation (Hodges 

et al., 2011). It can bind and crosslink with actin filaments employing its motor activity 

(Diefenbach et al., 2002). Utilising crosslinking characteristic, myosin IIb maintains F-actin 

stable pool. Concurrently, myosin IIb uses its contractility feature to increase the treadmilling 

process of the dynamic pool (Koskinen et al., 2014).  

Myosin IIb links LTP induction, actin reorganisation, and stable synaptic plasticity together 

through a mechanical process. Myosin linked chain kinase (MLCK), phosphorylated in 

response to LTP induction, initiates myosin motor activity that triggers a mechanical force 

within the actin network (Mogilner & Keren, 2009). MLCK phosphorylation is a complex 

process which depends upon the activation of Rho GTPase activated kinase and NMDARs. 

(Rex et al., 2010) have demonstrated that myosin IIb activity is necessary, in the post-

induction period, for de novo F-actin structures amid LTP induction. This signifies its vital 

role in the synthesis of F-actin (Rex et al., 2010). 
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The actin reorganisation mechanism is similar both in spines and growth cones (Medeiros, 

Burnette, & Forscher, 2006). Myosin IIb motor activity triggers a mechanical force that 

breaks apart the F-actin filaments into G-actin monomers. These monomers are reemployed 

in the elongation of actin filaments (Rex et al., 2010). This cyclic process of depolymerisation 

and polymerisation is dependent on the scissor effect generated by myosin IIb (Medeiros et 

al., 2006). The formation of distinct F-actin structures, in response to myosin IIb activity, is 

vital for synaptic plasticity (Honkura et al., 2008). The involvement of myosin IIb in actin 

reorganisation has initiate debate about its participation in L-LTP and STC.  

2.1.1.5 The Cofilin ï F-Actin pathway 

Cofilin, an actin depolymerisation factor (ADF), plays an essential role in depolymerisation 

and the severing of F-actin (Luo, 2002). LIMK regulates the activity of cofilin through 

phosphorylation at Serine-3, resulting in the inhibition of cofilin activity (Yang et al., 1998). 

This process starts with the activation of Rac or Cdc42, which leads to the activation of PAK. 

The activation of PAK results in the phosphorylation of LIMK, which ultimately regulates 

the activity of cofilin (Luo, 2002) (Figure 2.6). 

 

Figure 2.6 The Rho GTPases signalling pathway. The activation of Rho, Rac, and Cdc42 causes the 

downstream activation of the Rho kinase, LIMK, and the actin-related protein (Arp2/3), respectively. This 

activation cascade regulates the polymerisation and depolymerisation of actin.   
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A complex formation between F-actin and cofilin has been reported in potentiated synapses 

(Bosch et al., 2014). This complex is characterised by F-actin nucleation and bundling 

properties, resulting in an overall reduction in treadmilling and stabilises actin filaments 

(Andrianantoandro & Pollard, 2006). Cofilin prefers to binds with F-actin as the adenosine 

diphosphate (ADP) form rather than as the adenosine triphosphate (ATP) form to gather in 

the spine head base (Oser & Condeelis, 2009). Meanwhile, at the peripheral region of the 

spine head, polymerisation can continue that forces complex outwardly to maintain structural 

enlargement of the spine (Bosch et al., 2014). 

Cofilin regulates in a bidirectional manner; in other words, it shrinks the spine (Pontrello et 

al., 2012) and enlarges the spine (Bosch et al., 2014). Similarly, it may also act as a steric 

barrier in molecular movement across the spine neck or it may serve as a new binding 

platform to capture PRPs (Bosch et al., 2014). 

2.1.1.6 The BDNF ï Tyrosine kinase signalling pathway 

Another vital protein kinase, tyrosine kinase B (TrkB), has been proposed as a potential tag. 

It is activated by the brain-derived neurotrophic factor (BDNF) that induces E-LTP, 

signifying that BDNF-TrkB signalling is able to initiate STC processes similar to PKA 

activation (Korte, 2015; A. J. Park & Abel, 2015). Similarly, TrkB inhibition blocks the STC 

process. The activation of TrkB lasts for approximately 1-2 hours after stimulation. 

Furthermore, the activation of TrkB does not require the generation of PRPs (Sharma & 

Sajikumar, 2015). TrkB satisfies all requirements for a synaptic tag.  
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2.2 Structural plasticity and associated morphological changes 

2.2.1  Structural regulation of dendritic spines 

The actin cytoskeleton is the principal architectural component of the spine (Korobova & 

Svitkina, 2010). A highly branched network is formed through actin-binding proteins 

(ABPs), which connect long and short branched F-actin (Colgan & Yasuda, 2014; Hotulainen 

& Hoogenraad, 2010). Dynamic actin reorganisation is essential for activity-dependent 

structural changes in spines (Frost, Kerr, Lu, & Blanpied, 2010; Matsuzaki et al., 2004; K.I. 

Okamoto et al., 2004). 

Monomeric G-actin polymerises to form F-actin. Both G-actin and F-actin undergo 

treadmilling: the fast-growing end of actin (the barbed end) adds ATP-bound G-actin. The 

ADP-bound G-actin is separated from the other side (the pointed end) of F-actin. 

Treadmilling is a swift process, as most G-actin, in a filament, are replaced, on average, every 

minute. However, it has been reported that F-actin filaments are more stable near the base of 

the spine neck (Viita, 2019). Actin population remains in a filament form at the spine neck 

base for much longer. The balance between polymerisation and depolymerisation plays a 

significant role in the structural plasticity (K. Kim et al., 2015). For example, the balance 

shifts toward actin polymerisation during any increase in spine volume associated with LTP; 

this extends actin filaments and enlarges the actin network (K. Kim et al., 2015; Viita, 2019). 

Multiple ABPs regulate changes in the actin network. For example, the Arp2/3 complex 

nucleates the formation of the actin filaments that separate existing filaments at a particular 

angle. Arp2/3 is an essential component for the creation of a mesh-like structure. The 

Wiskott-Aldrich syndrome family protein (WASP) and the WASP family verprolin-

homologous protein (WAVE) regulate Arp2/3’s activity by activating and inhibiting the 

Arp2/3 complex, respectively (Soderling & Scott, 2006). An increase in immature spines and 

abnormal behaviour occurs on the disruption of the Arp2/3 complex (Spence, Kanak, 

Carlson, & Soderling, 2016). Epidermal-growth-factor-receptor-kinase-substrate-8 (Eps8), 

an actin-capping protein, binds to and supports the barbed ends of the actin filaments (Lei, 

Omotade, Myers, & Zheng, 2016). Mitogen-activated-protein kinase (MAPK)/Extra-
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cellular-regulated kinase (ERK)-dependent phosphorylation downregulates the function of 

Eps8 (Nakahata & Yasuda, 2018). Cofilin is another essential ABP (Rust, 2015; F. Q. Zhou 

& Cohan, 2004). Its activity is concentration-dependent. The cofilin triggers 

depolymerisation at a low concentration at the pointed ends of actin. While it can co-

polymerise with actin filaments, at high concentration, it stabilises filamentous structures 

(Wioland et al., 2017). LIM kinase (LIMK)-dependent phosphorylation of cofilin blocks its 

action. During LTP, transient increase followed by a decrease in the stimulated spine shows 

the cofilin biphasic pattern of phosphorylation (L. Chen et al., 2007). The persistent 

accumulation of cofilin at the neck of the stimulated spine occurs due to the biphasic and 

dynamic regulation of phosphorylation (Bosch et al., 2014; Noguchi et al., 2016). Therefore, 

cofilin accounts for the establishment of the polymerised structure and the stabilising actin 

cytoskeleton.  

2.2.2  Transient Ca2+ signalling triggers multiple cascades of spine 

remodelling 

Since actin cytoskeleton regulation is tightly integrated with structural changes in the spine, 

the signalling cascade involving synaptic activity and multiple ABPs plays a vital role in the 

structural plasticity of the spine. Indeed, recent studies have shown that the spatiotemporal 

dynamics of crucial signalling molecules regulate actin cytoskeleton in the dendritic spines 

(Evans, Yan, & Yasuda, 2019). 

The strong synaptic inputs produce a postsynaptic Ca2+ influx through NMDARs 

(Nimchinsky, Sabatini, & Svoboda, 2002). The entry of Ca2+  into spines causes signalling 

cascades of functional and structural LTP. Ca2+ binds with calmodulin to form a Ca2+-CaM 

complex. It triggers Ca2+-CaM-dependent kinases and phosphatases, including CaMKII and 

calcineurin (J. Chang et al., 2019; Fujii et al., 2013; Lee, Escobedo-Lozoya, Szatmari, & 

Yasuda, 2009). CaMKII and calcineurin play vital roles in LTP and LTD, respectively. Both 

are activated exclusively during postsynaptic activation (Malenka & Bear, 2004). Similarly, 

it has been proposed that CaMKII and calcineurin are activated during structural plasticity 

(J. Chang et al., 2019; Lee et al., 2009). Scholars have also shown that calcineurin is 

necessary for structural plasticity during LTD (Oh, Parajuli, & Zito, 2015; F. Q. Zhou & 
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Cohan, 2004). However, a recent study indicates that calcineurin is activated both in LTP- 

and LTD-inducing stimuli (Yasuda, 2017).  

The activation of CaMKII is considered essential for biochemical memories that last a long 

time (Lisman, Schulman, & Cline, 2002). Active CaMKII can undergo autophosphorylation, 

upon binding with Ca2+-CaM, at Threonine-286 and Threonine-287 for CaMKIIα and 

CaMKIIβ, respectively. This property makes CaMKII activity independent of Ca2+-CaM 

binding. This Ca2+-CaM-independent activation of CaMKII could persist for a long time after 

Ca2+ decays; this process is referred to as “autonomous” activity. Indeed, it has reported that 

CaMKII autophosphorylation at Thr286 remains after LTP induction for more than an hour 

~1 h (Barria et al., 1997). Similarly, CaMKII is found to be necessary for the formation of 

amygdala-dependent fear memories but not for their maintenance or retrieval (Buard et al., 

2010). A recent study on the optogenetic inhibitor of CaMKII further strengthens the idea of 

a temporal CaMKII activation window (Murakoshi et al., 2017). This study shows that 

CaMKII activation is required only for LTP induction ~1 min.  
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2.3 Modelling strategies for STC and spine dynamics 

Encouraged by Hebb's hypothesis and the finding that the functional aspect of LTP is usually 

linked to morphological plasticity, researchers have performed experiments to investigate the 

metabolic process that explains morphological remodelling. They use proteins synthesis 

inhibitors, such as Anisomycin, and provide evidence that LTP maintenance depends on de 

novo synthesis of PRPs. Long-lasting forms of synaptic plasticity are analogous to 

remodelling of the spine (Padamsey et al., 2017). Assuming that synaptic plasticity is, by and 

large, input-specific, then PRPs would be either available cell-wide or synthesised locally 

and captured or targeted at activated synapses. The STC hypothesis mollifies the LTP input-

specificity with its reliance on protein synthesis. Still, it creates multiple implications in both 

the computational value of different neuronal compartments and the compartmentalisation 

concept of neurons. The STC hypothesis asserts that the maintenance of LTP is based on the 

coordination of two correlated, but autonomous, cellular mechanisms (Seibt & Frank, 2019). 

Upon LTP or LTD induction, a time-limited and an input-specific synaptic tag is created. If 

the initial stimulation is weak enough to activate protein synthesis (weak stimulus), then a 

transient and short-lived form of plasticity is expressed. Upon strong stimulation (strong 

stimulus), protein synthesis is triggered; this process results in the capture of PRPs in 

stimulated synapses and helps maintain plasticity. The expression of the transient forms of 

LTP (or LTD) and synaptic tagging occur without protein synthesis or are nonresponsive to 

protein synthesis inhibitors (Pinho, Marcut, & Fonseca, 2020a). Only sustained forms of 

synaptic plasticity depend on PRPs capture. 

Given that only strong stimulation causes protein synthesis, one can assume that there is a 

threshold level for translation and probably for transcription too, which defines the 

maintenance of synaptic changes. In contrast, weak stimulation may also activate a low level 

of translation, and PRPs availability is not adequate for LTP maintenance in stimulated 

synapses (Drumond, 2018). The trigger for translation is discrete or continuous is still to be 

clarified. It is worthwhile exploring the implications and the experimental pattern from which 

the STC hypothesis emerged. 
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Synaptic stimulation also activates small GTPases (Cdc42, Ras, and RhoA) which exhibit 

distinct spatial properties. Cdc42 is restricted mainly to the stimulated dendritic spine, while 

Ras and RhoA are usually present at the activated spine and spread to adjacent spines 

(Yasuda, 2017). If the activation pattern of all these molecules is connected to the degree of 

neuronal activation, then localisation can be assumed to be a reflection of the experimental 

conditions in which experimental data are obtained. One can also assume that relevant stimuli 

will trigger the co-activation of dendritic clustered synapses because clustered co-activated 

synapses are more efficient in triggering somatic cell firing, and hence the dendritic 

activation of CaMKII and other signalling molecules. Multiple spine activation and 

modelling studies propose that dendritic spines can be activated by triggering 20 inputs 

distributed randomly in the dendritic segment or as few as ten clustered dendritic spines 

(Ujfalussy & Makara, 2020). It is believed that during learning, dendritic stimulation causes 

the activation of CaMKII and other plasticity proteins in a dendritic pattern: in other words, 

they are not spine-specific. 

2.3.1  STC and the compartmentalisation of synaptic plasticity 

It is a challenging exercise to combine a functional dendritic compartment with the STC 

hypothesis. Two possibilities emerge: (a) either the strong and the weakly activated synapses 

are the part of the same dendritic branch, or (b) the strong and the weakly activated dendritic 

must share PRPs. Govindarajan et al. address this issue. They stimulate synapses in a spatially 

specific manner by using glutamate uncaging methodology (Govindarajan et al., 2011). They 

reported that activated synapses do not cooperate by synaptic tagging and capture of PRPs if 

they are separated more than 70 micrometres apart. 

Similarly, the synapses mapped on distinct dendritic segments never cooperated as well. 

These observations suggest that STC occurs in clustered synapses which exist in a single 

dendritic spine (S. Huang, 2017). Multiple studies which have sought to explain the interplay 

between tags and PRPs have been conducted with no prior information regarding input 

organisation: instead, they have used extracellular recordings in acute hippocampal slices. If 

STC occurs only in clustered spines, then putting two stimulating electrodes at random in the 

hippocampal stratum radiatum, should trigger two independent groups of axons that 
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demonstrate the synapses clustered in the single dendritic spine. This also means that if STC 

is essential to link an event with the storage of a memory, then one needs cells to overlap in 

response to both events. It also requires clustered inputs in the single dendritic spine.  

2.3.2  Modelling cytoskeletal changes and spine dynamics  

Several imaging techniques have revealed the highly dynamic nature of dendritic spines, 

which depend on continuous morphological change, even after birth. The spines morphology 

can change in an activity-dependent manner. This process is related to synaptic function. 

Morphological changes in pre-existing spines, as well as the loss or formation of synapses, 

are associated with learning and memory processes (A. Holtmaat & Caroni, 2016). The 

synaptic plasticity cellular models, LTD and LTP, correlate synaptic strength with spine 

shrinkage and spine enlargement, respectively (A. Holtmaat & Caroni, 2016). Understanding 

dendritic spines’ shape transition and shape taxonomy, and in particular, the effect of synaptic 

potentiation, is critical. Classically, researchers have classified morphological changes in the 

dendritic spine based on their morphology, such as whether they are thin, stubby, mushroom, 

or filopodia shaped (Briones, Tang, Haye, & Gould, 2018).  

Dendrites initially appear as thin and hair-like filopodia, slender form of dendrites, during 

neuronal development. They do not exhibit the spherical head found on dendritic spines. 

They are usually twice as long as they are wide  (Korobova & Svitkina, 2010; Noguchi et al., 

2016). Filopodia are composed primarily of actin filaments and lack organelles and vesicles. 

These actin filaments are bundled and principally associated with the nascent spine. The 

flexibility of filopodia permits the formation of synaptic contacts. They are precursors to 

dendritic spines. Once the connection between a neighbouring axon and a dendritic 

filopodium has been established, the head of the spine starts to grow, taking on a more 

mushroom-like shape. Over time, only a few filopodia remain, and distinguishable 

mushroom-like shape spines become the predominant structure on the dendritic shaft 

(Noguchi et al., 2016). 

Researchers use distinct approaches to model spine morphogenesis in a single dendritic spine. 

The gradual change in spine growth has been addressed as neither random (generated by 
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intrinsic fluctuations of biomolecules) nor deterministic. Instead, it is believed to be linked 

with the maturity and strength of each synapse (Morita, Yasumatsu, Noguchi, & Kasai, 

2009). At the single dendritic spine level, synaptic strength is supplemented by modifications 

in the spine size and volume. Primarily, the mechanisms that modulate structural plasticity 

are actually regulated by actin dynamics in the dendritic spine. Although the significance of 

synaptic signalling mechanisms and actin remodelling involved in structural synaptic 

plasticity is well established (Hotulainen & Hoogenraad, 2010; Miermans, Kusters, 

Hoogenraad, & Storm, 2017), we need a general framework to link it to the state of the actin 

cytoskeleton with the spine morphology. 
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2.4 Modelling STC and associated morphological changes in 

dendritic spines 

Although computational modelling of biochemical reactions is challenging, novel algorithms 

are being developed every day to expedite investigations (Miermans et al., 2017). While there 

have been several computational studies which explain STC and PRPs synthesis, the 

connection between STC and structural plasticity has not yet been described. P. Smolen et 

al. explain the STC and L-LTP relationship using a detailed deterministic model. Their model 

examines the postsynaptic functions of PKA, MAPK, and other essential kinases. The model 

offers an understanding of dynamic features, such as biochemical nonlinearities, which are 

crucial for translating brief stimuli into long-lasting synaptic changes and for producing 

thresholds for L-LTP induction (Smolen, Baxter & Byrne, 2006; Smolen, Zhang, & Byrne, 

2016).  

Models that link cytoskeletal remodelling to transient spine fluctuations are lacking so far. 

Though actin treadmilling process models have been derived and modified to fit the 

requirements of the dendritic spine (Carlier & Shekhar, 2017), they have not been linked to 

spine size and shape. One has to consider both the forces created by the filaments, and the 

countering forces from the synaptic membrane that surrounds the spine, to investigate how 

the shape is affected by actin dynamics (Bonilla-Quintana et al., 2020). Similarly, several 

models explain the cell shape dynamics based on a homogeneous distribution of F-actin or 

consider density descriptions of the actin filaments. However, a density description of the 

actin filament is not appropriate when considering the comparably small numbers of 

filaments within the spine (Bonilla-Quintana et al., 2020; Korobova & Svitkina, 2010). The 

homogeneity theory, involves symmetric and very regular spine shapes, which are not 

detected in the experiment and are incompatible with the presence of actin polymerisation 

seed (Bonilla-Quintana et al., 2020). 

Rangamani et al. pioneered a computational model which links the activation of signalling 

pathways to the dynamics of the actin cytoskeleton (Rangamani, Levy, Khan, & Oster, 2016). 

This model explains how a single molecule, CaMKII, can produce LTP and a transient 

increase in spine size under different time constants for activation versus inhibition reactions. 
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However, an extension of this model is necessary to incorporate cAMP activated pathways 

and AMPARs anchoring so as to investigate heterosynaptic effects and sustained increases 

in spine size.  

One of the major constraints we face regarding parameter estimation and model validation is 

the lack of authentic experimental data. In Chapter 4, we successfully estimate key 

parameters using a data set extracted from a published experimental study. Model validation 

requires another and relevant experimental data set; however, due to the lack of published 

experimental studies, we use testing scenarios to see whether they give biologically 

meaningful insights. We also perform sensitivity analysis to determine which model 

parameters have a significant impact on the desired measures of performance (for further 

details see Appendix D).  

Our models involve all these essential aspects that promise to contribute significantly to our 

understanding of how synaptic plasticity depends on the interaction between memory kinases 

(discussed in Chapter 3) and the actin cytoskeleton (discussed in Chapter 4). The spine 

enlargement model (discussed in Chapter 5) explains the essential connection between 

functional and structural plasticity needed to establish a sustained increase in spine size and 

synaptic strength. Figure 2.7 summarises the schematic plan for the addition of functional 

and structural aspects of synaptic plasticity in our models.  
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Figure 2.7 Schematic plan for the model discussion. We introduce the STC model in Chapter 3 to explain 

the functional aspect of synaptic plasticity. Chapter 4 explains the Spine model with the establishment of 

structural plasticity. In Chapter 5, we extend the Spine model. The Extended-spine model explains sustained 

changes in spine size and memory allocation.   
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Chapter 3 

3 Computational modelling of synaptic tag setting to probe 

tagging candidates 

We develop a model for a single dendritic spine to explore the synaptic tagging candidates 

on the basis of five essential criteria (discussed in Chapter 2), of a synaptic tag. This model 

answers our first research question, outlined in Chapter 1, regarding the critical molecular 

networks underlying the STC and the essential attributes of a synaptic tag. We include 

essential memory molecules in the STC model that have been identified in earlier studies as 

crucial for STC pathways (discussed in Section 2.1.1). In this chapter, we design a 

mathematical model, based on a combination of experimental data and observations, to 

represent a molecular network of essential STC pathways. The model should also be able to 

investigate the behaviour of the synaptic tagging candidates after the incorporation of the 

associated pathways. 

We test this model to explain that synaptic tagging is a coordinated activity of multiple 

pathways. The STC model is stimulated by postsynaptic electrical stimulus inputs that 

represent Ca2+ influx via the open NMDARs channels. The Ca2+ influx triggers a sequence 

of events that include CaMKII activation, the Cofilin-F-actin pathway, PKA activation, and 

the ERK pathway.  

Our STC model explains synaptic tagging and capture as a part of functional plasticity. Figure 

3.1 explains the sequential explanation of the STC model and indicates how it compares to 

other models that are discussed in Chapters 4 and 5. The STC model enables the investigation 

of different patterns of NMDAR-mediated postsynaptic Ca2+ dynamics and STC, upon 

postsynaptic signalling. Based on the experimental findings, specific pathways associated 

with synaptic tagging are selected to explain the particular synaptic tagging pathways.  

This chapter is divided into five sections. In Section 3.1 we explain the model’s development. 

In Section 3.2 we discuss the paradoxical signalling approach used to probe synaptic tagging 

candidates. In Section 3.3, we explain the computational experiments and their results. 
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Section 3.4 outlines the implementation of the model on Virtual Cell. In Section 3.5 we 

discuss the results and give our conclusions. 

 

Figure 3.1 Schematic explanation of the STC model with respect to the Spine model (Chapter 4) and the 

Extended-spine model (Chapter 5). In Chapter 3, we discuss the STC model as part of functional plasticity; 

this is indicated by the green check. We discuss the structural aspect of plasticity in Chapters 4 and 5 (as 

indicated by the red crosses).  

  



 

37 
 

3.1 Model development 

We develop a quantitative mathematical model that includes postsynaptic pathways (for 

example, CaMKII, PKA, MAPK/ERK, F-actin, and Rho GTPases), associated with the 

establishment of a synaptic tag. In our model, biochemical reactions are explained by an 

intermediate level of differential equations to explain concentrations of kinases, 

phosphatases, and substrate. We use the Hill function to describe CaMKII activation by Ca+2 

and first-order or Michaelis-Menten kinetics to describe phosphorylation and 

dephosphorylations. The activity pattern for CaMKII, Rho GTPases, and spine volume in the 

3 to 5 minute  are comparable, but have distinct timescales (I. H. Kim, Wang, Soderling, & 

Yasuda, 2014; Murakoshi, Wang, & Yasuda, 2011). Notably, a timescale linked with 

activation and inhibition is vital, which results in the model dynamics (Rangamani et al., 

2016).  

Activation and inhibition curves can be fitted using a biexponential function, wherein one 

exponent is associated with the activation timescale and the other with the inhibition 

timescale. Researchers suggest that network motifs, associated with bifunctional enzymes, 

can be paradoxical, because the same stimulus appears to regulate activation and inhibition 

(Hart & Alon, 2013; Hart et al., 2012). Paradoxical signalling has been used in different 

computational studies; examples include single dendritic spine volume, cell population 

control, cellular homeostasis, and actin dynamics through Arp2/3 activation (Alon, 2007; 

Dang et al., 2013; Hart & Alon, 2013; Hart et al., 2012; Rangamani et al., 2016). This simple 

idea, applied to different systems where the same components activate and inhibit a response, 

results in model robustness. In our model, we use the same principle to design the reaction 

network and understand the dynamics of the dendritic spine (Bell, Bartol, Sejnowski, & 

Rangamani, 2019; Murakoshi & Yasuda, 2012). 

3.1.1  The STC conceptual model 

Our model represents single dendritic spine postsynaptic stimulus (glutamate release) which 

triggers NMDARs mediated Ca2+ influx into a postsynaptic neuron. Our model is comprised 

of four tags (Tag1 – Tag4). Tag1 and Tag2 represents sole CaMKII and PKA molecules, 
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respectively. Tag3 represents a MAPK molecule and Tag4 denotes a CaMKII-F-actin 

complex. We include transcription factors (TF1, TF2) to represent the formation of gene 

product during L-LTP.  

The schematic diagram for the model is depicted in Figure 3.2. A single stimulus is used to 

trigger three major pathways; CaMKII activation, ERK pathway, and PKA activation. Initial 

stimulation causes Ca2+ entry through NMDAR and binding with Calmodulin within the 

single dendritic postsynaptic neuron. In turn, the Ca2+-CaM complex causes the activation of 

the CaMKII molecule, shown as Tag1 in Figure 3.2. The activated CaMKII molecule then 

forms a complex with F-actin which is shown as Tag4 in our schematic diagram. Same 

stimulus triggers acetylation reaction to form cAMP and ERK activation. cAMP activation 

caused PKA activation to form Tag2 and TF1, whereas, ERK activation produce Tag3 and 

TF2.  A variable TAG represents the product of phosphorylated forms of all tags used in this 

model. To represent the protein synthesis phase, and the formation of new PRPs within the 

nucleus, a gene product (GPROD) is included. GPROD is the product of two transcription 

factors (TF1 and TF2). TF1 and TF2 represent the contribution of activated PKA and MAPK, 

respectively. In the model, an increase in overall synaptic strength represents L-LTP.  
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Figure 3.2 Schematic of the synaptic tagging model. Synaptic stimulation causes both the elevation of Ca2+ and cAMP levels and the induction of MAPK 

cascade. CaMKII activation forms Tag1. It binds with F-actin to form Tag4. cAMP activates PKA. Tag2 represents activated PKA, while Tag3 represents 

MAPK activation. PKA and MAPK phosphorylate into TF1 and TF2, respectively. TAG, represents the strength of a synaptic tag. Synaptic strength is given 

as a product of overall TAG strength and protein synthesis.



 

40 
 

3.1.2  Model assumptions 

In order to study the effects of Ca2+ dynamics on the single dendritic spine and make the 

simulation more reliable, we have made various assumptions relating to the STC mechanism 

and added these to our models. The most important and crucial model assumptions are 

provided below: 

1) We assume that all biochemical reaction networks are significant for a single dendritic 

spine in CA1, a hippocampal region of the brain. All network of biochemical reactions are a 

significant part of a single dendritic spine in CA1, a hippocampal region of the brain. We 

developed a dynamic deterministic model based on the assumption that the cellular 

components are present in sufficient quantities, with the known parameters, to characterise 

the amounts of the various molecular species. The kinetic parameter values used in the 

models are taken from published and verified experimental studies.  

2) To follow the sequential enhancement of the concentrations of the different components, 

we consider that the single dendritic spine in our model is a well-mixed compartment. We 

use Michaelis-Menten kinetics for enzyme-catalysed reactions or mass action kinetics for 

association and dissociation reactions to model each biochemical interaction. We construct 

the whole reaction network using the Virtual Cell modelling platform (http://www.vcell.org) 

(Slepchenko, Schaff, Macara, & Loew, 2003).  

3) We ignore the switching dynamics of the CaMKII subunits, between the autoinhibited 

states. The reason is that the isoforms of the CaMKII subunits have distinct switching rates; 

these are not considered in the STC model. We assume that the switching of the CaMKII 

subunits instantly reaches a constant ratio in comparison to the slow binding between the 

CaMKII and Ca2+-CaM complex, which involves targeting and spatial movement. Therefore, 

the constant ratio can be captured by the binding rate between the CaMKII subunits and the 

Ca2+-CaM complex. 

4) To reflect one of the critical conditions of the STC mechanism, we ignore gene expression 

during E-LTP and assume that the total number of CaMKII holoenzymes and CaMKII 

subunits are at steady states (Michalski & Loew, 2012). 

http://www.vcell.org/
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5) We assume that Ca2+, CaM, CaMKII, PP1 and all other kinases and phosphatases are 

evenly distributed across the whole synapse. To simplify the model, we disregard the local 

Ca2+ dynamics around Ca2+ sources, which are believed to be insignificant (Augustine et al., 

2003).  

3.1.3  Model physiology, geometry, pre-defined functions and constants 

Model physiology and geometry is defined for a single dendritic neuron as shown in Figure 

3.3 and discussed in Chapter 1, Section 1.2. We construct the model using three 

compartments; plasma membrane, cytoplasm and the nucleus. In the model, we assume that 

the volume of the plasma membrane is  ̴ 1414 µm3 (Table 1). In contrast, cytoplasm and 

nucleus volume is considered ̴ 500 µm3 and ̴ 113.09 µm3, respectively. This assumption is 

based on previous single dendritic spine studies (Rangamani et al., 2016). As shown in Figure 

3.3, Virtual Cell software is used to map these structures. The values of pre-defined constants 

and functions are listed in Table 1. 

 

Figure 3.3 Single dendritic postsynaptic neuron structural mapping in Virtual Cell software. There are 

three compartments, including the plasma membrane, cytoplasm and nucleus, represented in the physiology 

section.  

Table 1 Model geometry, pre-defined functions and constants 

Description Symbol Value Reference 

Plasma membrane plasma_membrane 1414 µm3 (Rangamani et al., 2016) 

Nucleus Nucleus 113.09 µm3 (Alberts et al., 2002) 

Cytoplasm Cytoplasm 500 µm3 (Rangamani et al., 2016) 
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3.1.4 Calcium regulation and CaMKII activation 

NMDARs activation leads to an influx of Ca2+, which cause the binding of Ca+2 and CaM to 

form the Ca2+-CaM complex. The Ca2+-CaM complex then binds with CaMKII, which 

inactivates  the kinase. This influx of calcium is closely connected to spine reorganisation, 

with expansion at 1 min followed by limited contraction over the next 3–4 minutes (Bosch 

et al., 2014; Rangamani et al., 2016). Actin remodelling, combined with spine enlargement, 

is stimulated by the activation of CaMKII by the Ca2+-CaM complex (see the discussion in 

Chapter 4). The following differential equations explain calcium-binding with CaM and the 

activation of CaMKII (Kinetic parameters and values are listed in Table 2): 

Ὧ ὅὥ ὅὥὓ Ὧ ὅὥὅὥὓ    (3.1) 

   (3.2) 

      (3.3) 

Hill coefficients (see Appendix E for explanation) are used with the standard value of 4 in 

Equations 3.1 – 3.2. These Hill coefficients comprise a nominal interpretation of CaMKII 

activation by Ca2+-CaM because CaM binds with four Ca2+ ions in a cooperative manner. 

Data suggest a steep dependence of [Ca2+] for CaMKII that can be characterised by a Hill 

coefficient 4 (Bradshaw, Kubota, Meyer, & Schulman, 2003; Li et al., 2020). 

This activation has two significant outcomes. First, activated CaMKII associates with the 

PSD by dissociating from F-actin (Khan et al., 2016). Equations 3.4 and 3.5 summarise the 

movement of CaMKII from dendrites to the potentiated spine areas, apparently because of 

F-actin sites vacated by the activated CaMKII.  

Ȣ
Ὧ ὅὥὓὑὍὍὊὥὧὸὭὲὯ ὅὥὓὑὍὍȢὊὥὧὸὭὲ  (3.4) 

Ȣ
Ὧ ὅὥὓὑὍὍὋὥὧὸὭὲὯ ὅὥὓὑὍὍȢὋὥὧὸὭὲ  (3.5) 
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Secondly, CaMKII activation causes phosphorylation of multiple kinases (discussed in 

Chapter 4). These kinases include Cdc42 and Rho, which sequentially start a cascade of 

phosphorylation reactions. The targets in the neighbouring spines are phosphorylated by 

Cdc42 to facilitate the L-LTP, whereas the effects of Rho are restricted to the potentiated 

spine (Hedrick & Yasuda, 2017; Murakoshi & Yasuda, 2012).  

The Ca2+-CaM activation of PP1 causes dephosphorylation of CaMKII; however, it has a 

slower timescale, resulting in a limited half-life for CaMKII (Pi & Lisman, 2008). Ca2+-CaM 

first activates calcineurin which then dephosphorylates CaMKII through a string of PP1 and 

phosphatases I1 (I1) and PP1 (Dudilot, Trillaud-Doppia, & Boehm, 2020; Mulkey, Endo, 

Shenolikar, & Malenka, 1994). The following differential equations describe these 

dephosphorylation states along with the kinetic parameters in Table 2. 

      (3.6) 

      (3.7) 

        (3.8) 

         (3.9) 

      (3.10) 

         (3.11) 
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Table 2 Parameters used in Ca2+ regulation and CaMKII activation 

Description Symbol Value Reference 

Calcium (initial concentration) ὅὥ  12 µM (Rangamani 

et al., 2016) 
Calmodulin (initial concentration) ὅὥὓ 10 µM 

CaM kinase II (initial 

concentration) 

ὅὥὓὑὍὍ 1.0 µM 

CaM kinase II – phosphorylated 

(initial concentration) 

ὅὥὓὑὍὍὴ 7.9 µM 

Calcineurin (initial concentration) ὅὥὰὧὭὲὩόὶὭὲ 1.0 µM 

Protein phosphatase – 1 (initial 

concentration) 

ὖὖρ 0.36 µM 

Inhibitor -1 (initial concentration) Ὅρ 1.8 µM 

CaM kinase II – F-actin complex 

(initial concentration) 

ὅὥὓὑὍὍȢὊὥὧὸὭὲ 10.0 µM 

CaM kinase II – G-actin complex 

(initial concentration) 

ὅὥὓὑὍὍȢὋὥὧὸὭὲ 10.0 µM 

Ca – Calmodulin binding & 

CaMKII phosphorylation 

kf 7.75 s-1 (Pi & 

Lisman, 

2008) 

kr 1.0 s-1 

kcat1 120 s-1 

Km1 4 µM 

kcat2 1.0 s-1 

Km2 10 µM 

kcat 15 s-1 

Km 3.0 µM 

Calcineurin activation/de-activation kcat 127 s-1 (Zhabotinsky, 

Camp, Km 0.34 µM 
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kcat 0.34 s-1 Epstein, & 

Lisman, 

2006) 

Km 127 µM 

Inhibitor 1 activation/de-activation kcat 0.034 s-1 (Zhabotinsky 

et al., 2006) Km 4.97 µM 

kcat 0.0688 s-1 

Km 127 µM 

PP1 activation and CaMKII 

dephosphorylation 

kcat1 50 s-1 (Pi & 

Lisman, 

2008) 

Km1 80 µM 

kcat2 2.0 s-1 

Km2 80 µM 

kcat 0.07166 s-1 (Zhabotinsky 

et al., 2006) Km 4.97 µM 

 

3.1.5  PKA regulation 

Electrical or chemical stimuli also cause an elevation of cAMP concentration within the 

dendritic spine. This elevation of cAMP triggers PKA activation, where two cAMP 

molecules must bind cooperatively, with the regulatory subunit of the PKA (Didier et al., 

2018; Herberg et al., 1996). Therefore, a Hill function of the second power of ὧὃὓὖ is used 

as a qualitative representation of PKA. The PKA level ὖὑὃ , is also believed to 

undertake first-order decay upon deactivation. In Equation 3.12, ŰPKA represents the time 

constant for the corresponding change in PKA. The resulting differential equations are: 
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Ὢ ὧὃὓὖ ὖὑὃ Ⱦ†       (3.12) 

with 

Ὢ ὧὃὓὖ         (3.13) 

In the equations above, ὖὑὃ  and ὧὃὓὖ are characterised by averaged variables 

representing both somatic and synaptic PKA activities and cAMP levels, respectively. 

Kinetic parameter values involved in PKA regulation, are provided in Table 3. 

Table 3 Parameters values for PKA activation 

Description Symbol Value Reference 

Protein kinase A (activated) ὖὑὃ  0.6 µM (Smolen et al., 2006) 

Cyclic adenosine 

monophosphate 

ὧὃὓὖ 0.05 µM 

The time constant for change 

in PKA concentration 

†  900 sec 

Hill constant ὑ  0.5 µM 

 

3.1.6  MAPK – ERK pathway regulation 

Raf-1, a proto-oncogene serine/threonine-protein kinase, is assumed to phosphorylate and 

activate a MAP kinase (MAPK) cascade to induce L-LTP (Agell, Bachs, Rocamora, & 

Villalonga, 2002; Dugan et al., 1999). Raf-1 phosphorylates MAP kinase kinase (MAPKK) 

two times to phosphorylate MAPK twice. The concentration of active MAPK is assumed to 

be equivalent with ὓὃὖὑ . To yield basal activation, a small positive value has been 

assigned to kf,Raf  in the absence of simulation. This phosphorylation cascade is summarised 

in the following differential equations (Pettigrew, Smolen, Baxter, & Byrne, 2005; Zhang, 

Smolen, Baxter, & Byrne, 2017): 
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 Ὧȟ ὙὥὪ Ὧȟ ὙὥὪ      (3.14) 

ὙὥὪ  ὙὥὪ ὙὥὪ        (3.15) 

 Ὧȟ ὙὥὪ Ὧȟ   (3.16) 

Ὧȟ ὙὥὪ Ὧȟ   (3.17) 

ὓὃὖὑὑ  ὓὃὖὑὑ ὓὃὖὑὑ ὓὃὖὑὑ    (3.18) 

 Ὧȟ ὓὃὖὑὑ Ὧȟ   (3.19) 

Ὧȟ ὓὃὖὑὑ Ὧȟ   (3.20) 

ὓὃὖὑ  ὓὃὖὑ ὓὃὖὑ ὓὃὖὑ      (3.21) 

PKA-driven nuclear translocation of activated MAPK can occur (Impey et al., 1998). To 

model MAPK nuclear activity, it is important to characterise stimulus-induced activation of 

a somatic MAPK cascade and nuclear transfer of somatic MAPK. To signify somatic MAPK 

dynamics, we use Equations 3.19 – 3.21, with two alterations. First, Equation 3.20 is 

modified to encompass nuclear translocation (Equation 3.22). Second, nuclear MAPK, 

ὓὃὖὑ , is subtracted from the right-hand factor of the somatic maintenance equation, 

Equation 3.21. Due to spatial separation, we assume that the somatic and synaptic MAPK 

does not interact and the Raf activation pattern is identical for somatic and synaptic cascades. 

Table 4 shows the kinetic parameter values. 

The model assumes that PKA activity, ὖὑὃ ȟ is directly proportional to the rate of nuclear 

import of activated somatic MAPK, -!0+ . MAPK nuclear transport is modelled as 

first-order kinetics and denoted by ὓὃὖὑ . The following equations summarise the 

above scheme of reactions for ὓὃὖὑ  and ὓὃὖὑ : 
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 Ὧ ὖὑὃ ὓὃὖὑ Ὧ ὓὃὖὑ    (3.22) 

Ὧȟ ὓὃὖὑὑ Ὧȟ

Ὧ ὖὑὃ ὓὃὖὑ Ὧ ὓὃὖὑ      (3.23) 

 

Table 4 Kinetic parameters for ERK – MAPK regulation 

Description Symbol  Value Reference 

Conserved Raf kinase (total) ὙὥὪ  0.5 µM (Smolen et al., 

2006) Raf kinase ὙὥὪ 0.25* ὙὥὪ  µM 

Raf forward rate constant Ὧȟ  0.000125 s-1 (Bhalla & 

Iyengar, 1999) Raf backward rate constant Ὧȟ  0.002 s-1 

MAP kinase kinase (total 

concentration) 

ὓὃὖὑὑ 0.25 µM (Smolen et al., 

2006) 

MAP kinase kinase ὓὃὖὑὑ 0.3* ὓὃὖὑὑ 

µM 

Activated MAPKK ὓὃὖὑὑ 0.4* ὓὃὖὑὑ 

µM 

MAP kinase (total concentration) ὓὃὖὑ  0.25 µM 

MAP kinase ὓὃὖὑ 0.3* ὓὃὖὑ  

µM 

Activated MAPK ὓὃὖὑ  0.4* ὓὃὖὑὑ 

µM 

MAP kinase nuclear import ὓὃὖὑ  1.25 µM 

Activated somatic MAP kinase  ὓὃὖὑ  0.4* ὓὃὖὑὑ 

µM 

MAPKK forward rate constant Ὧȟ  0.01 µMs-1 
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MAPKK backward rate constant Ὧȟ  4.2 x 10-4 s-1 (Bhalla & 

Iyengar, 1999) MAPK forward rate constant Ὧȟ  0.0087 µMs-1 

MAPK backward rate constant Ὧȟ  4.2 x 10-4 s-1 

Hill constant (MAPKK) ὑ  0.25 µM 

Hill constant (MAPK) ὑ  0.25 µM 

Rate constant for nuclear import Ὧ  1.67 µM-1 s-1 

Rate constant for nuclear export Ὧ  0.041 s-1 

3.1.7 Modelling synaptic tagging (TAG) and protein synthesis (GPROD)  

Covalent modifications are involved in the setting of a synaptic tag that marks synapses for 

L-LTP. These modifications keep synapse in a state of transition to capture PRPs and 

integrate them to grow synaptic strength. PKA appears to be involved in at least one of these 

alterations (Barco et al., 2002). However, other kinases are required to induce the transition 

state. Likewise, MAPK in the synapse is also expected to participate via protein 

phosphorylation which in turn, increases protein translation (Roux & Topisirovic, 2018; H. 

Wang & Peng, 2016). Therefore, setting a synaptic tag requires a CaMKII, PKA, MAPK, 

and CaMKII-F-actin complex. We model these tags as Tag1, Tag2, Tag3, and Tag4, 

respectively. The phosphorylated fractions of these tags are denoted as deterministic 

variables (Tag1P – Tag4P). For these fractions, model values range from 0 to 1. These four 

phosphorylation reactions are considered to be independent of each other. Under this 

assumption, synaptic tag strength, represented as TAG, can be explained as the product of 

phosphorylated fractions: 

ὝὃὋὝὥὫρὖ ὝὥὫςὖ ὝὥὫσὖ ὝὥὫτὖ     (3.24) 

The differential equations regulating phosphorylation of Tag1 – Tag4, TF1 and TF2 each 

contain only one of these variables due to the model assumption. The following Equations 

3.25 – 3.28 explain phosphorylated forms of all four tagging candidates. TF1 and TF2 are 

described in Equations 3.29 – 3.30: 

ὅὥὓὑὍὍὯ ρȢπ ὝὥὫρὖ Ὧ ὝὥὫρὖ    (3.25) 
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ὖὑὃ Ὧ ρȢπ ὝὥὫςὖ Ὧ ὝὥὫςὖ    (3.26) 

ὓὃὖὑὑὯ ρȢπ ὝὥὫσὖ Ὧ ὝὥὫσὖ    (3.27) 

ὅὥὓὑὍὍὴȢὊὥὧὸὭὲὯ ρȢπ ὝὥὫτὖ Ὧ ὝὥὫτὖ   (3.28) 

  ὓὃὖὑ Ὧ ρȢπ ὝὊρὖ Ὧ ὝὊρὖ   (3.29) 

 ὖὑὃ Ὧ ρȢπ ὝὊςὖ Ὧ ὝὊςὖ    (3.30) 

We used P. Smolen et al. histone-acetylation model for the expression of a representative 

gene product necessary for LTP, denoted by GPROD (Smolen, Baxter, & Byrne, 2014) (see 

Appendix B for the explanation). In our model, four acetylation steps are needed to induce 

GPROD synthesis. Both TF-1 and TF-2 need to be phosphorylated to cause these acetylation 

reactions. The rate of GPROD expression is proportional to the amount of acetylation product 

at stage 4 (AC4) as explained in Equation 3.31.  

 Ὧ ὃὅτ  Ὧ ὋὖὙὕὈὯ      (3.31) 

Ὧ  represents basal GPROD synthesis rate. W signifies synaptic strength due to L-LTP 

induction, which requires synaptic tagging and PRPs generation (represented as GPROD in 

the model). Therefore, the rate of change of synaptic strength is assumed proportional to the 

product of the tag with the PRPs level, explained in Equation 3.32.  

 Ὧ ὝὃὋὋὖὙὕὈὡȾ†         (3.32) 

Table 5 and 6 shows the initial values of tagging candidates and kinetic parameters, 

respectively. 
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Table 5 Initial values used in the synaptic tagging and protein synthesis model 

Description Values Reference 

Tag1P (phosphorylated fraction) initial value 0.001µM (Smolen et al., 2006) 

Tag2P (phosphorylated fraction) initial value 0.001 µM 

Tag3P (phosphorylated fraction) initial value 0.001 µM 

Tag4P (phosphorylated fraction) initial value 0.001 µM 

Synaptic tag (initial value) 1.0 µM 

Transcription factor1 0.0 µM 

Transcription factor2 0.0 µM 

Gene product (GPROD) 0.01 µM 

 

  



 

52 
 

Table 6 Kinetic parameters used in synaptic tagging and protein synthesis model 

Description Symbol Values Reference 

Phosphorylation and dephosphorylation 

rate constants for Tag1, Tag2, Tag3, 

Tag4, TF1 and TF2. 

Ὧ  0.00083 µM-1 s-1 (Bhalla & 

Iyengar, 

1999) 
Ὧ  0.033 s-1 µM-1 

Ὧ  0.001 µM-1 s-1 

Ὧ  0.00083 µM-1 s-1 

Ὧ  0.002 µM-1 s-1 

Ὧ  0.067 µM-1 s-1 

Ὧ  0.0003 s-1 

Ὧ  0.0033 s-1 

Ὧ  0.00028 s-1 

Ὧ  0.0003 s-1 

Ὧ  0.0005 s-1 

Ὧ  0.00167 s-1 

GPROD synthesis and decay rate Ὧ  0.0166 s-1 (Smolen et 

al., 2006) Ὧ  0.00016 s-1 

Ὧ  6.0 x 10-6 µMs-1 

Rate constant and time constant for 

synaptic strength 

Ὧ  120 µM-1 s-1 

†  8.4 x 106 s 
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3.2 Probing synaptic tagging candidates using paradoxical 

signalling approach 

3.2.1  Paradoxical signalling 

The activation-inhibition loop (which takes the form of a phenomenological model), shown 

in Figure 3.4. can be represented as an ordinary differential equations (ODEs) system. This 

enables us to determine the spatiotemporal dynamics of the response represented by R. This 

response is dependent on the stimulus which is time-dependent S(t). Table 7. shows the 

reactions relating to the activation-inhibition loop. 

Table 7 Reactions for one-tier activation–inhibition loop 

Reaction Parameter Notes 

═ ╢ O ═╪╬◄  Ὧ Stimulus activates A 

═╪╬◄╡ᴼ╡╪╬◄  Ὧ Response activated by ὃ  

╘ ╢ O ╘╪╬◄  Ὧ Stimulus activates inhibitor 

╡╪╬◄╘╪╬◄ O ╡  Ὧ I inhibit response, R 

Initial concentrations (all in µM):[A] =1.0, [I]=1.0, [R]=1.0, [S]=2.0 

 

The A and I represent the activator and inhibitor, respectively. Both A and I transfer 

information from the stimulus to the response. act signifies the species in the activated state. 

We can derive a system of ODEs by applying mass-action kinetics to represent the change in 

concentration of each species over time, by using mass-action kinetics. A(t) and I(t) 

demonstrate a rapid increase in activation exponentially because they are stimulus S(t) 

immediate effectors (Figure 3.4a, b). A slightly delayed peak of the response R(t) in contrast 

to A(t) and I(t) is consistent  with the degree of separation of R(t) from S(t). A biexponential 

function can explain the dynamics of each of these components, and in turn, explain the time 

scales of activation and inhibition. Simulation results confirm that altering the parameters of 

the above model can replicate all the effects of the spatiotemporal dynamics of synaptic 

tagging and the dynamics of a single dendritic spine coupled with CaMKII and Rho GTPases 

(Raghuraman et al., 2019; Rangamani et al., 2016).  
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3.4 (a) 

 

 

 

 

 

 

 

3.4 (b) 

 

Figure 3.4 Paradoxical signalling activation, inhibition, and response curves. a) The activation-inhibition 

loop in the form of a phenomenological model, b) A(t) and I(t) demonstrate an exponential increase in activation 

because they are instant effectors of the stimulus S(t). 

The dynamics of the simple paradoxical signalling network can be modelled using the 

reactions mentioned in Table 3.7. Ὧᴂί signify the forward rates of reaction. To simplify, we 

assume that the qualitative behaviour of the system will not be affected by the reverse 
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reactions. In Equations 3.33 to 3.36, S is a time-dependent controlled input, with a pulse 

function, to model calcium influx into the spine. P. Rangamini et al. (2016), explain and solve 

the system of ordinary differential equations (Eq. 3.33 – 3.38), resulting from this system. 

Virtual Cell software is used to simulate these systems of equations. The role of parameters 

in regulating the simple paradoxical signalling dynamics is shown in Figure 3.5 (Neves, 

2011). This simple system gives rise to the behaviours observed in the spine dynamics and 

several other signalling systems (Alon, 2007; Jedlicka & Deller, 2017). 

 Ὧ ὃὛὸ         (3.33) 

 Ὧ ὃὛὸ Ὧ ὃ Ὑ       (3.34) 

 Ὧ ὍὛὸ         (3.35) 

 Ὧ ὍὛὸ  Ὧ Ὅ Ὑ        (3.36) 

 Ὧ ὃ Ὑ Ὧ Ὅ Ὑ       (3.37) 

 Ὧ ὃ Ὑ Ὧ Ὅ Ὑ       (3.38) 

 



 

56 
 

 

Figure 3.5 The role of parameters in regulating the simple paradoxical signalling dynamics. Modifying 

the parameters depicts the complete behaviour (R_act = response that alters with changes in kinetic parameters).   

3.2.2 Computational results for synaptic tagging and capture hypothesis 

In this section, we investigate probable synaptic tagging candidates using five key 

assumptions and the characteristics given below: 

1. A tag must be spatially limited to potentiated synapses.  

2. It must be reversible and transient.  

3. It must be protein synthesis independent, and 

4. Be able to interact with PRPs (already available) and recruit the newly synthesised 

PRPs. 

We mimic the first part of synaptic tagging and capture experiment through our model and 

investigate the characteristics mentioned above. To test each tagging candidate’s behaviour 

and contribution to overall synaptic strength, we perform a simulation.  

The general procedure for these experiments is given below:  
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(1) A reasonable range is set for the factor to be tested. We pick one value at a time while 

preserving the other parameters at the standard levels. 

(2) The model is run without any stimulation for 1sec at resting state, with the initial 

values set for the computational experiment.  

(3) After reaching the resting state, the model is exposed to a high concentration of three 

tetanic stimuli as an input of Ca2+ (12 µM for 3 sec, an interstimulus interval of 5 

minutes). The simulation runs for 25 minutes (1500 sec) to test the setting and decay 

of each  tag. The same protocol is used to induce L-LTP. 

(4) Specific values, 0.05µM and 0.125µM, are used for [cAMP] and [Raf] respectively 

as input for tetanic simulation. 

We collect the following significant outputs after simulations: 

(1) Peak concentration or the time to reach peak concentration with decay time for each 

synaptic tagging candidate (Tag1, Tag2, Tag3, and Tag4).  

(2) Rate of change of TF1 and TF2 concentration and contribution in the formation of 

GPROD. 

(3) The overall time taken and individual contribution of tagging candidates towards the 

establishment of synaptic strength W. 

3.2.3  Probing synaptic tagging candidates  

We examine if our model could simulate Frey and Morris’ primary synaptic tagging 

experiment presented, as explained in Figure 2.2. In the first part of the probe, a single 

synapse was given three tetani to induce L-LTP. After 35 minutes, protein synthesis was 

blocked by an inhibitor, Anisomycin. We are interested in this first part of their experiment 

as study’s aim is to study and analyse synaptic tagging candidates against the identified 

characteristics of a tag. In this section, we investigate each individual  synaptic tagging 

candidate. 
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3.2.3.1 CaMKII activation regulates the formation of a transient 

synaptic tag 

In this model, we consider a single dendritic spine. To establish potentiated synapse, proteins 

in postsynaptic density, including NMDARs, Ca2+ ion channels, CaMKII, and F-actin must 

reorganised and transported (Lucchesi, Mizuno, & Giese, 2011; Zalcman, Federman, & 

Romano, 2018). For CaMKII, autonomous activity is regulated by phosphorylation and 

binding with these proteins. In the model, CaMKII shows quick activation upon stimulation. 

Peak phosphorylation is achieved in ̴ 1 to 2secs. CaMKII remains active for ̴10 mins before 

it starts decaying. The time required for the decay of CaMKII activity is less than a minute, 

which is consistent with the recent study (Otmakhov, Regmi, & Lisman, 2015). Our model 

confirms that CaMKII dynamics depend on CaM concentration. A low concentration of CaM 

has little or no effect on CaMKII in terms of activation. (Figure 3.6a to c) (Otmakhov, Regmi, 

& Lisman, 2015).  

 

Figure 3.6 (a) 
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Figure 3.6 (b) 

 

Figure 3.6 (c) 

 

Figure 3.6 CaMKII transient activation and regulation by CaM. a) CaMKII activation and sharp decay, b 

and c) CaM dependent CaMKII activation. A low concentration of CaM has little/no effect on CaMKII in terms 

of activation. 
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When CaMKII is activated, it loses the ability to bundle F-actin (K. Kim et al., 2015; K. 

Okamoto et al., 2009). There is an entry of CaMKII, cofilin, drebrin, and Arp 2/3 from 

dendrites to the potentiated areas in the spine, apparently because of F-actin sites vacated by 

the activated CaMKII. In response to CaMKII dissociation with F-actin, free G actin is 

recruited for polymerisation (Hoffman, Farley, & Waxham, 2013) (Figure 3.7a to c). 

Both binding with Ca2+-CaM and autophosphorylation of CaMKII contribute to this event. 

As discussed above, PP1 dephosphorylate CaMKII through a series of phosphatases. Model 

simulations show the sensitivity of CaMKII with the changing concentration of PP1 (Figure 

3.7d to f), resulting in the deactivation of CaMKII. We can obtain continuous or transient 

CaMKII activation by changing the amount of PP1 in the system. A transient CaMKII 

dynamics is associated with a synaptic tag, in this case, Tag1.  

Figure 3.7 (a) 
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Figure 3.7 (b)

 

Figure 3.7 (c) 
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Figure 3.7 (d) 

 

 

Figure 3.7 (e) 
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Figure 3.7 (f) 

 

Figure 3.7 Transient activation of CaMKII reduces F-actin bundling whereas PP1 activity regulates 

CaMKII activated state: a) Activated CaMKII loses the ability to bundle F-actin b) CaMKII binding with G-

actin reduced by activation of Ca-CaM, c) Slight time scale difference in the peak binding concentration of F-

actin and G-actin with CaMKII, d) Activity of PP1, represented by PP1_act, PP1 dynamically controls CaMKII 

activation e) CaMKII continuous activation, which is not physiologically suitable f) an appropriate response in 

the form of a transient activation. 

The model shows no sensitivity for Tag1 with respect to the initial concentration of CaMKII. 

We changed the initial concentration to levels between 0.0 to 30µM to see if there was any 

change, but we obtained consistent results which are in line with the current research 

(Redondo et al., 2010). Similarly, a synaptic tag should be independent of protein synthesis 

during L-LTP. In our model, CaMKII hindrance does not influence PRPs generation during 

L-LTP, which is consistent with the requirement for a synaptic tag. Similarly, we could not 

find any evidence of a relationship between Tag1 and the protein synthesis phase. However, 

the overall TAG started decaying once it reached the protein synthesis phase, L-LTP. (Figure 

3.8 a to d) 
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Figure 3.8 (a) 

  

 

Figure 3.8 (b) 
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Figure 3.8 (c) 

 

Figure 3.8 (d) 

 

Figure 3.8 TAG strength decays with the initiation of L-LTP: a) Formation of Tag1 in relation to CaMKII 

activation, b) Overall TAG strength is not sensitive to CaMKII concentration, c) CaMKII phosphorylation 

created a stable phosphorylated fraction of Tag1, and d) indicates that the synaptic tag (TAG) is independent 

of protein synthesis (Gene_Prod) during L-LTP. 
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3.2.3.2 PKA expression during L-LTP is critical to mediate the STC 

process 

L-LTP has been widely regarded as an extension of E-LTP (E. P. Huang, 1998). The 

mechanism underlying the expression and maintenance of L-LTP is the subject of much 

debate. We model an adenyl cyclase cascade in our model to form cyclic adenosine 

monophosphate (cAMP). Our model suggests that cAMP activity increases during E-LTP 

with peak activity occurring at  ̴ 53sec. It declines for the later part of E-LTP (Figure 3.9a to 

b). However, we can see a slight increase before the start of L-LTP. 

Similarly, PKA activity declines during E-LTP, but rise steadily during L-LTP. These 

findings are consistent with recent data. Our model suggests that PKA activity decays with 

the decline in cAMP activity (Figure 3.9c to e). It further predicts that PKA activation is 

necessary for the induction of L-LTP. The fact that activation of PKA alone is sufficient for 

the expression of L-LTP supports the belief that STC is mediated by PKA (Figure 3.7d) 
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Figure 3.9 (a) 

 

 

Figure 3.9 (b) 
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Figure 3.9 (c) 

 

 

 

Figure 3.9 (d) 
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Figure 3.9 (e) 

 

 

Figure 3.9 (f) 

 

Figure 3.9 PKA activation, in response to the activation of cAMP, causes the induction of L-LTP: a) 

cAMP activation in response to the activation of the adenyl cyclase cascade, b) Activated cAMP, stimulates 

PKA but the delayed response is consistent with the induction of L-LTP, c) comparison of cAMP and PKA 

activation, d) sensitivity of PKA activation with initial cAMP concentration, e) PKA activation is necessary for 

the induction of L-LTP and f) PKA activation for the expression of L-LTP suggests that PKA mediates STC. 
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3.2.3.3 PKA and ERK crosstalk is essential for Ca2+ mediated 

protein synthesis during L-LTP 

In addition to PKA, increases in the postsynaptic concentration of cAMP can also activate 

MAPK/ERK (Zhang et al., 2017). The model shows that Tag3, created by synaptic MAPK, 

is sensitive to Raf-1 concentration which strengthens the idea that Raf-1 plays an essential, 

but indirect role in L-LTP induction. Our model suggests that the PKA and ERK/MAPK 

molecular pathways are implicated in the activation of transcription factors associated with 

new gene expression. Thus, both have been associated with the induction and maintenance 

of L-LTP. Similarly, PKA also accelerates extracellular-signal-regulated protein kinase 

(ERK) nuclear translocation, which leads to cAMP-response-element binding (CREB) 

protein phosphorylation (Impey et al., 1998; Zhang et al., 2017). Therefore, PKA, directly 

and indirectly, activates CREB (3.10 a to c).  

Figure 3.10 (a) 
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Figure 3.10 (b) 

 

Figure 3.10 (c) 

 

Figure 3.10 PKA – ERK pathway crosstalk: a) Tag3, created by synaptic MAPK, is sensitivity to Raf-1 

concentration, b) PKA and ERK/MAPK molecular pathways are implicated in the activation of transcription 

factors associated with new gene expression, c) PKA also accelerates ERK nuclear translocation, which leads 

to CREB protein phosphorylation to form PRPs (Gene_Prod).  
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Dendritic protein synthesis is mainly controlled by MAPK, and actin dynamics (Vlatkovic & 

Schuman, 2016). Crosstalk between PKA and MAPK at multiple levels (Keshet & Seger, 

2010) modulates PRPs synthesis, both at the level of transcription and protein synthesis 

(Figure 3.11). 

 

Figure 3.11 Crosstalk between PKA and MAPK, at multiple levels, modulates PRPs synthesis 

(Gene_Prod). An increase in W leads to the induction of L-LTP. 

The induction of L-LTP causes a permanent state transition, from low to high W. Figure 3.10 

illustrates the dynamics of this model. Initially, W is low, and the strength of ongoing activity 

is low. At t = 23 mins, an increase in W leads to the induction of L-LTP along with the 

initiation of protein synthesis. Consequently, it reinforces a steady-state for W.  

3.2.3.4 CaMKII activation and PKA activity are critical for 

synaptic tag setting and stability 

Our model suggests that PKA also mediates NMDAR-mediated Ca2+ signalling. In the 

process of tagging, PKA (Tag2) and CaMKII (Tag1) possibly act in a coordinated pattern. 

Although Tag1 and Tag2 are generated at a similar time, Tag1 is more significant in terms 

of overall strength. Where Tag2 starts showing a slight but prolonged increase at  ̴ 6 mins; 
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preventing CaMKII dephosphorylation during the expression of L-LTP (Borovac, Bosch, & 

Okamoto, 2018) (Figure 3.12). 

Figure 3.12 

 

Figure 3.12 The relationship and distinctive contribution of Tag1 and Tag2. Although Tag1 and Tag2 

were generated at a similar time,  Tag1 played a significant part in the overall strength. Tag2 reaches a steady 

state earlier than Tag1. 

To understand the relationship and distinctive contribution of each tagging candidate, we 

plotted all tagging candidates along with TAG strength. We observe that Tag3 (created 

through the ERK/MAPK pathway) plays a critical role in defining TAG strength. A 

consistent increase in Tag1, Tag2 and Tag4 can be seen in Figure 3.13; however, Tag3 

increases for approximately  ̴ 84 sec and then gradual decreases afterwards. This indicates 

that that the MAPK pathway modulates overall TAG strength.  
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Figure 3.13 

 

Figure 3.13 Tag3 plays a critical role in defining TAG strength. Here we can see a consistent increase in 

Tag1, Tag2 and Tag4; Tag3 increases for approximately  ̴ 84 sec and then gradually decreases. 
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3.3 Implementation of the model 

Challenges associated with the construction of computational and mathematical models of 

biological networks have hampered improvement in the field of computational system 

biology. This hinders the development of systems biology in the pursuit to understand 

enormous size, "omic" datasets (Moraru & Loew, 2005). There has been some advancement 

in computational means to investigate and utilise the information to construct and test 

models. The Systems Biology Markup Language website (SBML; http://sbml.org/), currently 

offers more than 100 programming packages that go some way in meeting the SBML 

criterion. Modelling has often remained the domain of theoreticians because biologists 

seldom have adequate training in the physics and mathematics necessary to formulate 

quantitative models. Equally, theoreticians have little experience in experimental biological 

studies. The detachment of theoreticians from experimental biology has restricted the 

influence of mathematical modelling in cell biology. 

Virtual Cell (VCell) (Slepchenko et al., 2003) is an open-source, web-based modelling and 

simulation software. It can be downloaded from http://vcell.org/. The project VCell is built 

on a remote computational system that licenses development and analysis of models. Users 

can solve mathematical equations and perform simulations. The VCell software package is 

readily available to computational biologists (J. Schaff, Fink, Slepchenko, Carson, & Loew, 

1997). The programme enables them to conceptualise and systematise the physical and 

numerical functions connected with developing models and producing results from them. 

VCell permits clients to team up, communicate, and distribute their work, and retrieve outside 

resources. Moreover, the user-server execution enables clients to run extensive and 

complicated simulations without expecting them to approach their high-performance 

computing equipment, modern mathematical apparatuses and/or programming libraries. In 

short, VCell enables users to design models and run simulations of biochemical pathways, 

electrophysiology, and membrane transport.  

VCell has a 3D function (it allows you to see the environment in 3D) and thus you are able 

to consolidate the practical exploratory geometries. Consequently, the impacts of flow and 

diffusion can be unequivocally joined into models, and simulations can provide answers for 

http://sbml.org/
http://vcell.org/
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the related partial differential equations. An intuitive graphical interface in the VCell 

incorporates alternatives for database access, the determination of compartment topology, 

the definition of geometry, the input of chemical reaction, the species’ definitions, the initial 

conditions, the transport components, and the computational boundaries. VCell likewise 

provides a numerical interface that enables theoreticians to investigate and expound models 

through only numerical details as an alternative to the graphical model structure interface. It 

considers the immediate section of numerical conditions that portray a model, using Virtual 

Cell Mathematics Description Language (VCMDL). The calculated expression is converted 

into a C++ programming code that can then be sent to the numeric solvers. In short, 

researchers do not need to write programming code for each new displaying task. 

Additionally, the VCMDL language of a specific model can be produced from a model that 

has been made inside the graphical biological interface. This double interface means that 

modelling and experimental researchers can interact and cooperate.  

Another notable and creative highlight in the VCell software is the presentation of three 

particular boundaries of generalisations in the modelling scheme. These boundaries follow 

an experimental study-like pattern. Figure 3.14 illustrates how the modelling process is 

organised inside the VCell software. The tiered boundary-like structure begins with the 

"Physiology". This boundary incorporates the depiction of the molecular species and 

hypothesised interactions limited to cell structures. Cell structures can be identified as 

membrane-bounded compartments and topological arrangements of membranes in VCell. 

For interactions, VCell characterises biochemical responses either inside the volumetric 

compartments of the cell or in membranes. 

The physiology boundary in VCell catches the biochemical and biophysical properties of 

these interactions as rate laws for responses and transitions. Consequently, mass action and 

Michaelis-Menten rate laws are accessible, and discretionary user-defined general dynamic 

expressions can likewise be entered. Membrane transport kinetics can be determined with 

articulations for molecular transition or, for ions, the electric current. The transport kinetics 

can be portrayed as standard electrophysiological principles or as researcher characterised 

molecular flow.  
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For our models, VCell software creates a reaction network based on the least possible set of 

reaction rules. It is incredibly useful here because the STC model and the Spine model 

includes few reaction categories which are replicated many times for each of the different 

cell structures. All simulations are performed in a computational geometry using the 

Combined Stiff Solver with a variable time step and error tolerance. The model is named the 

“Synaptic Tagging Modeĺ” and the SBML code for all three models can be accessed by using 

the following link.  

https://drive.google.com/drive/folders/1ORCvvjLW_BhRipzZnlknBKiEZYpK7bni?usp=sh

aring  

   

 

  

https://drive.google.com/drive/folders/1ORCvvjLW_BhRipzZnlknBKiEZYpK7bni?usp=sharing
https://drive.google.com/drive/folders/1ORCvvjLW_BhRipzZnlknBKiEZYpK7bni?usp=sharing
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Results 

 

Figure 3.14 Demonstration of the modelling process in VCell: the connections among the chief segments of 

the BioModel workspace are shown. Model physiology can be utilised in various settings, as depicted by at 

least one or more applications. Each application is converted into a novel mathematical description, which in 

turn, is the basis for running one or more unique simulations for each of the applications. 

  



 

81 
 

3.4 Discussion and Conclusion 

In this chapter we have discussed our quantitative computational model of synaptic tagging. 

Our model represents the initial setting and decay of a synaptic tag, in a single dendritic spine, 

in response to Ca+2 stimulation. This model integrates three steps: (1) The activation of 

kinases (CaMKII, PKA, MAPK/ERK) in response to initial stimulation; (2) The initial setting 

of tags and effect on overall TAG strength; and (3) the induction of L-LTP with protein 

synthesis. We use the model to investigate the behaviour of each tagging candidates (Tag1, 

Tag2, Tag3, and Tag4) in relation to the criteria set in the synaptic tagging hypothesis.  

Our model shows that CaMKII activation (Tag1) is critical for setting the initial tag; however, 

coordinated activity with other kinases and the biochemical pathway is necessary to ensure 

the stability of the tag. PKA mediates NMDAR-mediated Ca2+ signalling; it is likely that 

PKA and CaMKII act in a coordinated pattern during synaptic tagging. Indeed, it has been 

reported that the inhibition of PP1 by PKA assist CaMKII signalling by preventing 

dephosphorylation of CaMKII during the expression of L-LTP (Blitzer et al., 1998). In our 

model, CaMKII is the initial kinase that sets the synaptic tag during E-LTP. We could not 

find significant evidence of its role during L-LTP. 

The most compelling evidence for PKA (Tag2) as a critical molecule for L-LTP is that direct 

activation of PKA by the adenylate cyclase activator that enhances cAMP production 

effectively induces transcription and L-LTP (Kandel, 2012; Luyben, 2018). In our model, the 

activation of PKA is shown to be sufficient for the expression of L-LTP, which indicates that 

PKA mediates STC processes. Indeed, PKA is required for STC.  

In the model, L-LTP induced by simulated tetani is most sensitive to kinetic parameters in 

the MAPK (Tag3) cascade. These parameters could serve as physiological control points, 

regulating L-LTP induction. Changing the interactions of MAPKK or Raf with other 

proteins, or their intercellular distribution, could alter the available concentrations of these 

enzymes or their catalytic efficiencies. The simulation shows that the L-LTP sensitivities to 

variations in specific kinetic parameters such as dephosphorylation constants for MAPKK 

and Raf are substantial.  
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The model does not contain all essential biochemical pathways involved in L-LTP. One such 

pathway involves PKA/PKCζ activation due to the translocation of PKM-specific mRNA 

(Faeder, Blinov, & Hlavacek, 2009) and consequent activation of p70s6 kinase (Huynh et al., 

2018; Romanelli, Martin, Toker, & Blenis, 1999), which enhances dendritic translocation 

near potentiated synapses (Takei et al., 2004). Another such pathway may be the transport of 

phosphorylated CREB from dendrites to the nucleus after synaptic stimulation (Crino et al., 

1998; Lim, Lim, & Ch’ng, 2017). Our model and the modelling platform provide a flexible 

framework to include additional pathways as they are characterised.  

To summarise, the STC model explains the characteristics of all three critical synaptic tags 

(Tag1, Tag2, and Tag3) with respect to the experimental data. We explore the events 

associated with the synaptic tags and test them against the STC assumptions. Our model 

explains the behaviour of the synaptic tagging candidates after they have incorporated the 

associated pathways. The simulation results provide novel approaches for how to simulate 

the paradoxical behaviour of synaptic tags; these new approaches allow researchers to 

understand the setting and decay of the synaptic tag coupled with structural and functional 

properties.  
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Chapter 4 

4 Computational modelling of pathways involved in the 

postsynaptic reorganisation of the dendritic spine: The 

Spine model 

The encoding and storage of information depends on the synaptic strength of the individual 

synapses. Modifications in synaptic strength are mediated by spine dynamics which are 

essential for memory formation, learning, and cognitive functions. Dendritic spines are small 

dynamic structures that contain the synapse and are present in multiple shapes and sizes. 

(Adrian et al., 2017; Gray, 1959; Harris & Kater, 1994). These are the regions where the 

postsynaptic receptors and biomolecules respond to the neurotransmitters (Colgan & Yasuda, 

2014). 

Neuroscientists have begun using imaging techniques to identify the role of molecular 

components that regulate the structural plasticity in the dendritic spines. As discussed in 

Chapter 3, NMDAR-mediated signalling is one of the major mechanisms responsible for 

inducing LTP. We use a NMDAR-mediated signalling to devise a dendritic spine model with 

the addition of major pathways that affect the morphology of the dendritic spine. Figure 4.1 

schematises the modelling approach and shows that we have added the STC model into the 

Spine model.  

 



 

84 
 

 

Figure 4.1A schematic explanation of the Spine model (Chapter 4) which adds the STC model pathways 

to explain both functional and structural aspect of plasticity. The Extended-spine model is discussed in 

Chapter 5. In Chapter 4, we discuss the Spine model as part of functional and structural plasticity, as indicated 

by the green checks.  

Dendritic spines are highly specialised subcellular compartments. They compartmentalise 

and concentrate Ca2+ influx and recognise biochemical signalling. In this process, the 

synaptic protein machinery such as neurotransmitter receptors provides the synaptic 

specificity required for plasticity (Bloodgood & Sabatini, 2007; Carlisle & Kennedy, 2005; 

Kennedy, Beale, Carlisle, & Washburn, 2005; Kulik et al., 2019; Lippman & Dunaevsky, 

2005). The biochemical signalling for LTP regulate both, the synaptic size  of the dendritic 

spine and the number of synaptic AMPARs, by trafficking (Matsuzaki et al., 2004; Nägerl, 

Eberhorn, Cambridge, & Bonhoeffer, 2004). As LTP is a complex phenomenon; we 

summarise the underlying events using a multiple timescale process, as shown in Figure 4.2. 

In this chapter, we focus on the events occurring in the 3 to 5 minute timescale after the 

stimulation, as shown in Figure 4.2.  
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Figure 4.2 Ca2+ - CaMKII regulation of short and long-term events during LTP. The influx of Ca2+ causes 

CaMKII activation, which further activates Rho – GTPases (Cdc-42, RhoA) and AMPARs trafficking. These 

events cause transient dendritic spine enlargement and then sustained enlargement. 

Experiments have revealed that synaptic plasticity is regulated by different molecules and 

the network of their complex interactions (Coba et al., 2009; Collins et al., 2005). Although 

the spatiotemporal dynamics of the spine and associated molecular events are well-

documented (Lee et al., 2009; Murakoshi et al., 2011; Murakoshi & Yasuda, 2012), the 

dynamical features of these processes have not been correlated. The computational modelling 

approach can provide an underlying understanding of the nonlinear molecular interacting 

networks, identify associated network motifs, and also, generate predictions that can be tested 

in experimental laboratories (Bhalla & Iyengar, 1999; Cugno et al., 2019; Neves et al., 2008; 

Pi & Lisman, 2008). Our aim is to devise a mathematical model which links the physical 

features of functional plasticity with the initial morphological changes that are associated 

with signalling in the cytoskeletal remodelling of the dendritic spine. We have summarised 

these early events during LTP expression in Figure 4.3. 
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Figure 4.3 Events associated with spine enlargement. CaMKII causes three significant downstream events; 

1) the activation of cofilin which causes depolymerisation of F-actin; 2) the activation of Cdc42 which is 

involved in the polymerisation of G-actin; and 3) the activation of RhoA and Myosin cause spine contraction. 

Actin mediated growth during polymerisation causes transient increase along with the functional insertion of 

AMPARs in the spine membrane.  

This chapter is divided into four sections. In Section 4.1 we provide a description of the Spine 

model for a single dendritic spine. In Section 4.2, we explain the model integration, along 

with parameter estimation. Section 4.3 investigates the contribution of AMPARs trafficking 

and Rho kinases in spine reorganisation using the Spine model. We provide a brief discussion 

and conclusion in Section 4.4.  
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4.1 Model development 

We extended the STC model, described in Chapter 3, by adding two key pathways that shape 

the structural reorganisation of the single dendritic spine; these pathways represent structural 

plasticity. We assume that all biochemical reaction networks are significant components of 

the single dendritic spine; these spines are located in CA1, a hippocampal region of the brain. 

The cellular components are present in sufficient concentrations to enable us to characterise 

the quantities of the various molecular entities. This sufficiency of molecular species allows 

us to create a dynamic deterministic model. Furthermore, we believe that the dendritic spine 

is a saturated compartment to follow the subsequent enhancement of the concentrations of 

various biomolecules. Each interaction between biomolecules is modelled as a chemical 

reaction; we either apply Michaelis-Menten kinetics for enzyme-catalysed reactions or mass 

action kinetics for association and dissociation reactions. We construct the interaction 

network using VCell modelling platform The interaction network is constructed using the 

VCell modelling platform (Slepchenko et al., 2003).  

4.1.1  AMPARs trafficking in spine reorganisation 

Early studies demonstrate that AMPAR localisation and trafficking are dependent on the 

polymerisation state of actin (Allison, Gelfand, Spector, & Craig, 1998; Hanley, 2018). Actin 

depolymerisation stimulates the removal of AMPARs from synaptic sites (Allison et al., 

1998; Hanley, 2018; Q. Zhou, Xiao, & Nicoll, 2001). One study found a mechanism 

involving PICK1 which acts as a regulator of actin polymerisation during AMPAR 

internalisation (Rocca, Martin, Jenkins, & Hanley, 2008). F-actin and Stargazin are two of 

the proteins that anchor AMPARs at the synaptic plasma membrane (Matt et al., 2018). We 

use “anchor” as a variable in our model that can bind with activated AMPARs.  

Bulk AMPARs exist in two subunits: GluR1 and GluR2 (Morise et al., 2019). We consider 

the two-step phosphorylation and dephosphorylation of AMPARs at the GluR2 subunits. In 

step 1, bulk-AMPARs transform into AMPARs that can phosphorylate using CaMKII at 

GluR1-831 and dephosphorylate back to AMPARs by PP1. In our model, step 2 is considered 

a dual phosphorylation state of AMPARs. Phosphorylated GluR1-831 further phosphorylate 
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at subunit GluR1-845 using PKA to form GluR1-831-845 which can dephosphorylate back 

to GluR1-831 using PP2B. We associate this dual-phosphorylated state with the anchor 

protein to form a complex (GluR1-anchor) which  explains the insertion of AMPARs into 

the postsynaptic membrane (see Figure 4.4).  

 

Figure 4.4 AMPARs exocytosis model. AMPARs phosphorylate in two steps. In the first step, AMPARs 

phosphorylate at Serine – 831 and in the second step, further phosphorylate at Serine – 845. This dually 

phosphorylated form of AMPARs binds with an anchor protein in PSD to form a complex GluR1 – anchor.  

The following ordinary differential equations, 4.1 to 4.7, represent the AMPAR trafficking 

and insertion into the dendritic spine; 

ὑ ὦόὰὯὃὓὖὃὑ ὃὓὖὃ       (4.1) 

        (4.2) 

         (4.3) 

ȟ ȟ

ȟ
        (4.4) 

ȟ

ȟ
        (4.5) 

ȟ ȟ  ὑ ὃὓὖὃȟ ὥὲὧὬέὶ  ὑ ὃὓὖὃȟ ȟ   (4.6) 

ȟ  ὑ ὃὓὖὃȟ Ȣ  ὑ ὃὓὖὃȟ     (4.7) 

Kinetic parameter values, along with initial concentrations of proteins, are listed in Table 8. 
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Table 8 Initial values and kinetic parameters used in the AMPAR trafficking pathway 

Description Symbol Values Reference 

Bulk AMPA – initial concentration ὦόὰὯὃὓὖὃ 0.0111µM (Hayer & 

Bhalla, 2005) Anchor protein  ὥὲὧὬέὶ 27.333µM 

Formation of active AMPA  ὑ 

ὑ 

0.018/sec 

1.0/sec 

AMPA phosphorylation at Ser-831 ὑ  

ὑ  

90.001µM 

0.5/sec 

AMPA dephosphorylation at Ser-831 ὑ  

ὑ  

2.0µM 

0.35/sec 

AMPA-831 phosphorylation at Ser-845 ὑ  

ὑ  

90.001µM 

0.5/sec 

AMPA-831-845 dephosphorylation at 

Ser-845 

ὑ  

ὑ  

2.0µM 

0.35/sec 

AMPA-831-845 binding with anchor ὑ 

ὑ 

0.0002s-1µM-1 

0.008/sec 

Anchor release from AMPA-831-845 ὑ 

ὑ 

0.0008/sec 

0.00/sec 

 

4.1.2  Modelling Rho GTPases regulation by CaMKII-mediated signalling 

Guanine exchange factors (GEFs) modulate small GTPases, Rho and Cdc42, and convert the 

GDP-bound form to the GTP-bound form using GTPase-activating proteins (GAPs). The 

GAPs hydrolysis of the Rho GTPases inactivates the G protein. (Bourne, Sanders, & 

McCormick, 1991; Cherfils & Zeghouf, 2011; Khatibi, Rios, & Nguyen, 2018). We include 

a regulation network (GEF and GAP) to understand spine dynamics. We believe that the 

GEFs and GAPs are activated and inactivated by CaMKII and PP1, respectively (Saneyoshi 

et al., 2019). This assumption is justified since phosphatases are recognised as commingled 

in nature (Kanshin et al, 2015).  
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The GTP bound Cdc42 then activates WASP and Arp2/3. In our model, the activation of 

Cdc42 and Arp2/3 is represented by Equations 4.8 to 4.15. Table 4.2 shows the initial values 

and reaction rates used in the model. 

       (4.8) 

       (4.9) 

       (4.10) 

       (4.11) 

        (4.12) 

        (4.13) 

Ὧ ὅὨὧτςὋὝὖὡὃὛὖ Ὧ ὡὃὛὖ      (4.14) 

 Ⱦ
Ὧ ὃὶὴ ςȾσὡὃὛὖ Ὧ ὃὶὴ ςȾσ      (4.15) 

Rho is known to regulate ROCK (Kümper et al., 2016) and consequently, control the activity 

of myosin. Rho is known for its contractility role in cell motility models. Here, we use a 

myosin mediated approach, directed by Rho GTP activity, to model shrinkage in the dendritic 

spine. In the case of Rho GTP, we assume that the CaMKII activation regulates the GEF and 

GAP activity. RhoGTP activates ROCK which is known to stimulate both myosin light chain 

kinase and myosin phosphatase (MP). We represent the reactions using ordinary differential 

equations (Eq. 4.16 to 4.25). We present the initial conditions and reaction rates for Rho 

activation and ROCK activation of myosin light chain in Table 9. 

       (4.16) 

       (4.17) 
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       (4.18) 

        (4.19) 

Ὧ ὙὬέὋὝὖὙὕὅὑὯ Ὑὕὅὑ      (4.20) 

Ὧ ὓὖ        (4.21) 

        (4.23) 

Ὧ ὓὒὅ       (4.24) 

        (4.25) 
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Table 9 Initial values and kinetic parameters for Cdc42 and Arp 2/3 activation 

Description  Symbol  Values  Reference 

Cdc42GEF initial 

concentration 

ὅὨὧτςὋὉὊ 0.1µM (Rangamani et al., 

2016) 

Cdc42GDP initial 

concentration 

ὅὨὧτςὋὈὖ 1.0µM 

Arp 2/3 initial concentration ὃὶὴ ςȾσ 1.0µM 

WASP initial concentration ὡὃὛὖ 1.0µM 

Cdc42GEF activation Ὧ  

ὑ  

0.025/sec 

1.53µM 

Parameters 

estimated to match 

the experimental 

time course 

Cdc42GEF deactivation Ὧ  

ὑ  

0.486/sec 

0.1µM 

Cdc42GTP activation Ὧ  

ὑ  

0.123/sec 

1.807µM 

Cdc42GTP hydrolysis Ὧ  

ὑ  

0.582/sec 

0.307µM 

GAP activation Ὧ  

ὑ  

0.04/sec 

0.30µM 

GAP deactivation Ὧ  

ὑ  

0.01/sec 

0.63µM 

WASP activation  Ὧ 

Ὧ 

0.02s-1µM-1 

0.001/sec 

(Higgs & Pollard, 

2000; Marchand, 

Kaiser, Pollard, & 

Higgs, 2001; 

Rangamani et al., 

2016) 

Arp2/3 activation Ὧ 

Ὧ 

0.1s-1µM-1 

0.0/sec 
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Table 10 Initial values and kinetic parameters for the activation of Rho and Myosin 

Description Symbol Values Reference 

RhoGAP initial 

concentration 

ὙὬέὋὃὖ 0.375µM Parameters 

estimated to match 

the experimental 

time course 

RhoGDP initial 

concentration 

ὙὬέὋὈὖ 1.99µM 

RhoGEF initial 

concentration 

ὙὬέὋὉὊ 0.989µM 

Myosin phosphatase 

initial concentration 

ὓὖ 1.0µM (Kaneko-Kawano et 

al., 2012) 

Myosin light chain 

kinase initial 

concentration 

ὓὒὅ 1.0µM 

RhoGEF activation Ὧ  

ὑ  

0.01/sec 

1.0µM 

(Rangamani et al., 

2016) 

RhoGEF deactivation Ὧ  

ὑ  

0.1/sec 

0.864µM 

RhoGTP activation Ὧ  

ὑ  

1.0/sec 

0.1µM 

Parameters 

estimated to match 

the experimental 

time course 

RhoGTP hydrolysis Ὧ  

ὑ  

0.582/sec 

0.313µM 

ROCK activation Ὧ 

Ὧ 

0.02s-1µM-1 

0.001/sec 

(Rangamani et al., 

2011) 

Myosin phosphatase 

activation 

Ὧ  

ὑ  

Ὧ 

3/sec 

16 µM 

0.01 s-1µM-1 

(Kaneko-Kawano et 

al., 2012) 

Myosin phosphatase 

deactivation 

Ὧ  

ὑ  

2.357/sec 

0.1µM 
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Myosin light chain 

kinase activation 

Ὧ  

ὑ  

Ὧ 

1.8/sec 

2.47µM 

0.01 s-1µM-1 

Myosin light chain 

kinase deactivation 

Ὧ  

ὑ  

1/sec 

16µM 
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4.2 Parameter estimation and calibration 

4.2.1  Parameter estimation in Virtual Cell 

VCell provides several tools that facilitate the analysis and building of complicated models. 

The parameter scanning option allows a user to run a batch of simulations for a selected set 

of parameter value combination. For this, we specify ranges and the number of values within 

a range that will be selected for scanning, either uniformly or logarithmically. VCell then 

automatically initiates simulations for all parameter combinations chosen. The parameter 

estimations in VCell include optimisation solvers that automatically find a parameter 

combinations that minimise differences between experimental time series and predictions 

from a compartmental model (J. C. Schaff, Vasilescu, Moraru, Loew, & Blinov, 2016).  

VCell is supported by COPASI® parameter estimation tools. These tools optimise parameters 

in non-spatial deterministic models to ensure the best fit with experimental data (Bergmann 

et al., 2017). We estimated parameters within the VCell on our desktop rather than on our 

central database servers. Once we had the parameter estimation results, we saved the model 

parameters with the optimised set of parameters as a new simulation. In other words, the 

results will be permanently saved in VCell as part of the model (Schaber, 2012). 

4.2.1.1 Evolutionary programming 

Evolution programming (EP) is a computational technique used to estimate unknown 

parameters. EP mimics the phenomenon of evolution and is based on reproduction and 

selection processes. An EP algorithm consists of individuals that reproduce and compete. 

Each individual represents a potential solution to the (optimisation) query and is symbolised 

by a ‘genome,’ where each gene relates to one flexible parameter. Each individual reproduces 

asexually at each generation of the EP: that is, they divide into two individuals. One of these 

contains a similar ‘genome’ as the parent, whereas the other contains some mutations (the 

parameter values of each gene alter marginally). An EP algorithm doubles the number of 

individuals at the end of the generation. Each of the individuals is compared with several 

others to tally how many it outperforms (the number of wins represents the number of 

competitors who present a worse solutions). Individuals are ranked by their number of wins. 
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The population is again reduced to the original number of individuals by eliminating those 

who have worse fitness (solutions) (Hoops et al., 2006). 

4.2.2  Rho and Cdc42 GTPases 

Rangamani and Levy (Rangamani et al., 2016) use different values for the relevant 

parameters for Cdc42 and Rho activation. In their model they estimate the initial 

concentration for RhoGAP (0.1µM), RhoGEF (0.1µM), and RhoGDP (0.1µM) (Rangamani 

et al., 2016). We use experimental data from Murakoshi et al. (Murakoshi & Yasuda, 2012) 

to estimate parameters. We run tasks with our model values to map with experimental values. 

The estimated parameters are based on the assumption that overall spine growth increases 

upon Ca2+ influx through NMDARs. Table 11 provides estimated parameters, along with 

model parameters, and upper bound and lower bound values. The simulation results show 

that the model with the parameters estimated by evolutionary programming performs much 

better than the assumed values. We use these estimated parameters to run simulation 

protocols in our final extended model. 
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Table 11 Parameter ranges for COPASI® and estimated parameter values using 

evolutionary programming 

Parameter Model value Lower bound Upper 

bound 

Parameter 

estimated 

RhoGAP initial 

concentration 

0.1µM 0.01µM 0.5µM 0.375µM 

RhoGDP initial 

concentration 

1µM 0.1µM 2µM 1.99µM 

RhoGEF initial 

concentration 

0.1µM 0.01µM 1µM 0.989µM 

Cdc42GEF 

activation 

Km 1µM 0.1µM 2µM 1.53µM 

kcat 0.01/sec 0.001/sec 0.05/sec 0.025/sec 

Cdc42GEF 

deactivation 

Km 1µM 0.1µM 2µM 0.1 µM 

kcat 0.01/sec 0.001/sec 0.5/sec 0.486/sec 

Cdc42GTP 

activation 

Km 1µM 0.1µM 2µM 1.807µM 

kcat 0.75/sec 0.075/sec 1/sec 0.123/sec 

Cdc42GTP 

hydrolysis 

Km 1µM 0.1µM 2µM 0.307µM 

kcat 0.1/sec 0.01/sec 1/sec 0.582/sec 

GAP 

activation 

Km 1µM 0.1µM 2µM 0.30µM 

kcat 0.01/sec 0.001/sec 0.05/sec 0.04/sec 

GAP 

deactivation 

Km 1µM 0.1µM 2µM 0.63µM 

kcat 0.01/sec 0.001/sec 0.05/sec 0.01/sec 

RhoGTP 

activation 

Km 1µM 0.1µM 2µM 0.1µM 

kcat 0.5/sec 0.05/sec 1/sec 1.0/sec 

RhoGTP 

hydrolysis 

Km 1µM 0.1µM 2µM 0.313µM 

kcat 0.5/sec 0.05/sec 1/sec 0.582/sec 
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4.3 Computational experiments 

We explore the three particular effects including;(1) APMARs binding with anchor proteins 

and sensitivity to Ca2+ signalling in the dendritic spine (Section 4.3.1); (2) the contribution 

of Rho and Cdc42 GTPases in the establishment of overall synaptic strength (Section 4.3.2); 

and (3) the individual and combined effect of MLCKs and Myosin kinase activation on 

synaptic strength (Section 4.3.3). We use the same protocol for simulation as we use in 

Chapter 3 for the STC model (three tetanic stimuli as an input of Ca2+ (12 µM) for 3 seconds, 

interstimulus interval of 5 minutes). We run the simulation for 25 minutes (1500 sec). To 

model AMPARs anchoring with an anchor protein, we assume that the anchor protein is 

available in an active form in the dendritic spine and can interact with the AMPARs. 

The outputs we choose to collect after the simulation are as follows: 

(1) Peak concentration, time to reach the peak, and decay time for the AMPARs – anchor 

complex in response to Ca2+ influx. Explanation of these outputs is essential to determine the 

influence of vesicular recycling on AMPAR dynamics. This will further explain the 

AMPARs insertion, and stability after insertion, into the dendritic spine membrane.  

(2) The rate of change of the Rho- and Cdc42 GTPases and the net change in ROCK and 

WASP activity, respectively. This provides an indication ROCK and WASP’s contributions 

to actin reorganisation.  

(3) The net change in MP and MLCK concentration upon Ca2+ influx. It is critical to 

determine the balance between these two essential proteins to determine possible changes in 

the dendritic structure.  

4.3.1  AMPARs trafficking and binding with an anchor protein 

The most common form of LTP is triggered by the activation of NMDARs and Ca2+-

dependent kinase cascades which ultimately leads to an increase in synaptic transmission. 

Since LTP is expressed as an increase in the number of AMPARs at synapses, the activation 

of NMDARs could facilitate AMPARs trafficking. Our model indicates that levels of 

synaptic AMPAR determine the strength of a synapse (Helfer & Shultz, 2018; Matsuzaki et 

al., 2001) which is associated with synaptic stability (Grutzendler, Kasthuri, & Gan, 2002; 
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A. J. Holtmaat et al., 2005; Trachtenberg et al., 2002). To determine the AMPARs trafficking 

role in synaptic strength, we take into account rising  AMPAR exocytosis levels and the 

binding of AMPAR binding to scaffold proteins. Both are linked to the phosphorylation of 

GluA1 (at S831 and S845) and Stargazin C-terminal domains (an anchor protein). Simulation 

results confirm that AMPARs trafficking is dependent on Ca2+ influx and CaMKII activation. 

This activation leads to the exclusive exocytosis of GluR1-containing AMPARs (Helfer & 

Shultz, 2018; Opazo & Choquet, 2011). Our simulation results show that GluR1 

phosphorylation at S831 is slightly quicker than dual phosphorylation at S831 and S-845. 

However, the highest concentration is  attained by GluR1 S831-S845 phosphorylated form. 

This effect contributes towards the final binding with the anchor protein to form a complex 

(Figure 4.5) which reaches the highest concentrations at 381sec (̴ 6 mins) and remains active 

for 633sec (̴10 mins) before it decays. This result indicates that the stability of the AMPARs 

complex with the anchor is critical for synaptic accumulation and insertion which leads to 

alterations in synaptic size and shape.  

 

Figure 4.5 AMPARs GluR1 phosphorylation by CaMKII activation and the formation of the AMPARs 

GluR1 complex with the anchor protein which leads to AMPARs exocytosis.  

Simulation results show that the GluR1-anchor complex is sensitive to CaMKII and PP1 

initial concentrations. We run simulations with initial concentrations ranging from 0µM to 

15µM for CaMKII and from 0µM to 1µM for PP1. We notice that increasing CaMKII and 
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decreasing PP1 concentration contribute to GluR1-anchor stability. As Figure 4.6a shows, 

the GluR1-anchor complex formed by CaMKII (15µM) reaches the maximum level in 

approximately 493sec (̴ 8 mins) compared to the one formed by CaMKII (7.9µM). PP1 plays 

an opposing role: a high concentration of PP1 (1 µM) (Figure 4.6b) causes a decrease in the 

formation of the GluR1 – anchor complex, hence AMPARs exocytosis is diminished.  

Figure 4.6 (a) 
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Figure 4.6 (b) 

 

Figure 4.6 AMPARs (GluR1) stability. (a) The GluR1-anchor complex formed by CaMKII reaches the 

maximum level in approximately 493sec (̴ 8 mins) compared to the one created by CaMKII (7.9µM). PP1 plays 

an opposing role: a high concentration of PP1 (1 µM ) (b) causes a decrease in the formation of the GluR1 – 

anchor complex, hence AMPARs exocytosis is diminished. 

4.3.2  CaMKII-mediated signalling regulates Rho – GTPases  

Our model is based on the assumption that RhoGEF and RhoGAP activity is regulated by the 

CaMKII activation. Both RhoGEF and RhoGAP, show a quick response to CaMKII 

activation. The RhoGAP activity follows a similar pattern to CaMKII. In contrast, after 

activation, RhoGEF, reaches a steady-state and remain active, even after CaMKII 

deactivation. This result shows that RhoGEF plays a crucial role in the activation of 

downstream proteins (Fig. 4.7).  
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Figure 4.7 CaMKII-mediated regulation of the RhoGTPases. Both RhoGEF and RhoGAP, show a quick 

response to CaMKII activation. The RhoGAP activity follows a similar pattern to CaMKII. In contrast, after 

activation, RhoGEF, reaches a steady-state and remains active, even after CaMKII deactivation. 

Sensitivity analysis (Appendix D) results show that Cdc42 dynamics are largely robust to all 

parameters; Rho-activity is sensitive to parameters associated with CaMKII activation and 

inactivation. Once CaMKII is activated, it must relay its signal to other downstream proteins 

that are more directly responsible for spine modification. Among these downstream protein 

targets, we observe the effect of CaMKII activation on Rho and Cdc42; these proteins are 

required for the modification of the actin cytoskeleton, which serves as the primary structural 

component of spines. Rho and Cdc42 are activated almost immediately (within 2 sec): they 

reach the peak just after the start of the simulation. Both Rho and Cdc42 stay active for the 

remaining simulation time, even after the decay of CaMKII activation, suggesting that their 

initial activity is reliant on CaMKII activation (Figure 4.8).  

 

0

2

4

6

8

10

12

14

16

0 200 400 600 800 1000 1200 1400 1600

C
o

n
ce

n
tr

a
tio

n
 (µ

M
)

Time (sec)

CaMKIIp RhoGAP_act RhoGEF_act



 

103 
 

 

Figure 4.8 Cdc42 activation pattern compared to Rho. Both Rho and Cdc42 stay active for the remaining 

simulation time, even after the decay of CaMKII activation, suggesting that their initial activity is reliant on 

CaMKII activation. 

4.3.3  MP and MLCK regulation by ROCK activation 

Rho is known to regulate ROCK and therefore, myosin activity. Stability in MLCK 

concentration is observed as it remains in a steady-state for approximately 500 sec (̴ 8.3 min). 

In contrast, the concentration of ROCK reaches its peak in 42 sec and then starts to decay 

(Figure 4.9).  
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Figure 4.9 The RhoGTPase activity regulates myosin-mediated spine shrinkage. We observed stability in 

myosin concentration as it remains in a steady-state. In contrast, ROCK concentration reaches its peak in 42 

sec and then starts to decay. 

Our simulation results show an inverse relationship between MP and MLCK. MLCK 

concentration reaches its steady-state level within 20 sec and stays that way for 

approximately 450 sec (̴ 7.5 min). After that time, it starts to decay. Similarly, we observe an 

exponential growth and decline in MLCK concentration. MLCK supports the functional 

behaviour of contraction and relaxation within a single dendritic spine. MP shows delayed 

activation. It starts at approximately 380 sec (̴ 6 min). The concentrate then increases 

exponentially. MP reaches its steady-state at approximately 800 sec (̴13 min) and stays 

constant until the end of the simulation period (Figure 4.10). The exponential growth and 

decay of MP and MLCK intersect at 519 sec (̴8.6 min), where both are present in equal 

concentration. At this critical point, the dendritic spine shows a balance between contraction 

and relaxation behaviours.  
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Figure 4.10 The inverse relationship between myosin kinase and phosphatase. The activity pattern shows 

the exponential growth and decay of MP and MLCK intersect at 519 sec where both are present in equal 

concentration. At this critical point, the dendritic spine shows a balance between contraction and relaxation 

behaviours.  

Our model indicates  that MLCK activity is dependent on an initial concentration of ROCK, 

a result which is consistent with experimental findings (Rolo, Escuin, Greene, & Copp, 

2018). The steady state-level increases twofold, ROCK’s initial concentration increases by 

50% in the model. This strengthens the idea that ROCK activation modulates MLCK 

behaviour (Figure 4.12).  
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Figure 4.11 MLCK activity is dependent on the initial concentration of ROCK. The steady state-level 

increases by twofold: The initial concentration of ROCK increases by 50%. 
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4.4 Discussion and conclusion 

To summarise, in this chapter we have presented our  dynamic system model which we have 

used to study physical and structural aspect of the components that control cytoskeletal 

remodelling. We have identified that AMPARs anchoring at synaptic membrane plays a 

critical role in synaptic transmission and expression of LTP. We include an anchor protein in 

our model to observe binding strength and importance at the synaptic level. Our model results 

indicate that AMPARs are anchored in the PSD via scaffolding proteins and cytoskeletal 

elements which ensure reliable synaptic transmission (Lisman & Raghavachari, 2006; 

Newpher & Ehlers, 2008; Okabe, 2007; Watson, Ho, & Greger, 2017). 

We explain the relationship of AMPARs insertion with spine dynamics considering the LTP-

induced-anchoring via scaffolding proteins (anchor protein). We consider all STC pathways 

in our Spine model. We modify the STC model by including actin remodelling components. 

Specific parameters should be estimated or calibrated in the presence of actin remodelling 

components. We have presented a dynamic system model of the events that affect 

cytoskeletal changes associated with spine dynamics using STC pathways. Using our model 

we have shown that AMPARs, RhoGTPases and Myosin are the key modulators that 

influence the spine dynamics.  

Our sensitivity analysis has shown that Cdc42 is affected by RhoGEFs concentration. Our 

model predicts that Cdc42 depletion will alter the dendritic spine dynamics only slightly due 

to model robustness. This robustness may be because the actin barbed end generation 

(Chapter 5) is in the coherent mode (Rangamani et al., 2016). However, a recent study has 

shown that the loss of Cdc42 may lead to defects in synaptic plasticity (Rust, 2015). Actual 

dynamics, at a neuron and tissue level (in the brain) may be very different from what we 

observe in the computational experiment. Our model predicts that any changes in the activity 

of myosin-mediators will also alter the rate of spine shrinkage (Chazeau & Giannone, 2016). 

While experimental findings confirm the role of ROCK and myosin in stable LTP expression 

(Zhu et al., 2018), the involvement of both in early changes to spine morphology has not yet 

been clarified.  
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Chapter 5 

5 Modelling and analysis of NMDAR – dependent sustained 

enlargement of the single dendritic spine – the Extended-

spine model 

The dendrites of CNS neurons play a critical role in integrating synaptic inputs from a 

multitude of presynaptic partners. Characteristic dendritic arborisation patterns allow 

neurons to perform signal processing and computation appropriate for their functions. The 

development of dendritic trees peculiar to specific neuronal types is believed to result from 

the interplay between intrinsic genetic programmes, extracellular signals and electrical 

activity (Gupta et al., 2020; Parrish, Emoto, Kim, & Jan, 2007; Scott & Luo, 2001).  

Electrical or chemical stimulus causes NMDAR-dependent Ca2+ influx. An inward Ca2+ 

current is closely associated with transient spine expansion (Shibata, Uchihashi, Ando, & 

Yasuda, 2015). Remodelling of the actin spine cytoskeleton, coupled with  spine expansion 

is potentiated by CaMKII, which is triggered by the Ca2+-CaM complex. Myosin isoforms, 

motor proteins, are also involved in the maintenance of spine morphology: contractile activity 

is triggered by MLCK and can lead to spine head shrinkage. Compaction results in a 

reduction of spine volume. However, the decrease in the spine volume does not reach pre-

stimulated levels. Partial unbranching of F-actin could be one attenuating factor which causes 

a transient change in spine volume (Rangamani et al., 2016; Zhu et al., 2018).  

Experimental findings confirm that spine morphology is regulated by different molecules and 

their complex interactions (Coba et al., 2009). Computational models can provide a way to 

study the spatiotemporal response of changes in spine volume. In Chapter 5, we seek to 

answer the following questions; (i) How does biochemical signalling interface with actin 

remodelling to control the transient spine expansion? (ii) How does AMPARs insertion into 

the plasma membrane contribute to sustained spine expansion during LTP? 

In this chapter, we first describe the signalling network involved in the Extended-spine model 

and integrate it with the Spine model (discussed in Chapter 4) in Section 5.1. In Section 5.2, 
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we analyse the sustained change in spine volume due to actin remodelling and AMPARs 

insertion, respectively. In Section 5.3, we provide a brief discussion and summary of the 

results. Figure 5.1 provides a visual illustration of the modelling approach with the addition 

of both the STC model (discussed in Chapter 3) and the Spine model (discussed in Chapter 

4), transformed into the Extended-spine model. 

 

Figure 5.1 Schematic explanation of the Extended-spine model (Chapter 5) which adds the STC model 

and the Spine model pathways to explain sustained change in the dendritic structure and memory 

allocation. As all previous pathways are included in the Extended-spine model, we have added green checks to 

all of the boxes.  
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5.1 Model integration 

5.1.1  The Extended-spine model 

This model represents a single dendritic spine postsynaptic-stimulus (glutamate release), 

which triggers NMDARs-mediated Ca2+ influx into the postsynaptic neuron. The Extended-

spine model is a further extension of the Spine model discussed in Chapter 4. As discussed 

in the previous chapter, Cdc42 and Rho are activated downstream of CaMKII. In Chapter 5, 

we hypothesise that the activation of Cdc42 and Rho leads to the activation of Arp2/3, cofilin, 

and myosin. We developed this single dendrite spine model based on evidence of the role of 

Arp2/3, cofilin, and myosin in spine dynamics. We use Rangamani et al.’s approach to link 

the activation of Cdc42 to Arp2/3 and the generation of actin barbed ends (Rangamani et al., 

2016). In our model, we included both the monomeric and filamentous forms of actin, G-

actin and F-actin. Actin remodelling begins after the release of CaMKII-bound actin and 

generates Arp2/3. Cofilin catalyses a large number of barbed ends (I. H. Kim et al., 2014; 

Tania, Condeelis, & Edelstein-Keshet, 2013). Figure 5.2, illustrates the addition of AMPARs 

anchoring and the actin reorganisation pathway. Other pathways, discussed in Chapters 3 and 

4, are shown in the background. 
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Figure 5.2 The Extended-spine model network. Actin reorganisation pathway with the downstream production of barbed ends contributes to spine 

expansion. In contrast, myosin activation by small RhoGTPases causes spine shrinkage (transient spine expansion). AMPARs anchoring plays an essential 

role in spine expansion. The AMPARs insertion effect balances overall spine expansion (sustained spine expansion). 
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5.1.2  Transient change in spine volume in response to NMDAR-dependent 

Ca2+ influx 

Arp2/3 and cofilin mediate branching and severing to generate actin barbed ends, 

respectively. We use Rangamini et al.’s (2016) model equations to explain cofilin activation 

and the production of actin barbed ends. SSH1 and LIMK are critical for cofilin activation. 

Ca2+-induced SSH1 activation and cofilin dephosphorylation are mediated by calcineurin. 

LIMK, which specifically phosphorylates cofilin, has been identified as mediators of cofilin 

phosphorylation. Cofilin dephosphorylation appears to be a critical and convergent point in 

a cell signalling network, through which a range of extracellular stimuli control actin 

reorganisation and cytoskeletal dynamics (Y. Wang, Shibasaki, & Mizuno, 2005). Table 12 

lists the kinetic parameter values, along with initial concentrations. 

        (5.1)   

        (5.2) 

        (5.3) 

        (5.4) 

        (5.5) 

        (5.6) 
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Table 12 Initial concentration and kinetic parameter values for the activation of 

cofilin 

Description Symbol Value Reference 

Slingshot – 1 initial 

concentration 

ὛὛὌρ 2.0 µM (Rangamani et al., 2016) 

LIM kinase initial 

concentration 

ὒὍὓὑ 2.0 µM 

Cofilin initial concentration ὧέὪὭὰὭὲ 2.0 µM 

Slingshot – 1 activation Ὧ  

ὑ  

0.34/sec 

4.97 µM 

(Zhabotinsky et al., 2006) 

Slingshot – 1 deactivation Ὧ  

ὑ  

127/sec 

0.34 µM 

(Rangamani et al., 2016) 

LIM kinase activation Ὧ  

ὑ  

0.9/sec 

0.3 µM 

(Trauger, Lin, Turner, 

Stephens, & LoGrasso, 

2002) 

LIM kinase deactivation Ὧ  

ὑ  

0.34/sec 

4.0 µM 

(Zhabotinsky et al., 2006) 

Cofilin activation Ὧ  

ὑ  

0.34/sec 

4.0 µM 

Cofilin deactivation Ὧ  

ὑ  

0.34/sec 

4.0 µM 

(Rangamani et al., 2016) 

 

We assume that ὊὥὧὸὭὲ  polymerises from the free barbed ends at speed V0 and ages into 

ὊὥὧὸὭὲ, at a rate Ὧ as shown in Equation 5.7. Similarly, cofilin is also known to 

depolymerise actin and disassemble old filaments, allowing for G-actin monomers to be 

recycled (Tania et al., 2013), as explained in Equation 5.8. 

Ὧ ὊὥὧὸὭὲ          (5.7) 

Ὢ Ὧ ὊὥὧὸὭὲὯ ὊὥὧὸὭὲ      (5.8) 
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Cherfils et al. (2011) and Tania et al. (2013) explain the relationship between barbed ends, 

ὄȟ pushing barbed ends, ὄ, and the membrane velocity, ὠ  . Uncapped barbed ends, B, are 

generated by cofilin and Arp2/3 and disappear by capping (at rate, Ὧ , assumed to be 

constant), This yields Equation 5.9.  

 ”Ὢ Ὢ Ὧ ὄ        (5.9) 

Where, Ὢ  and Ὢ  are defined by Equations 5.10 and 5.11; 

Ὢ         (5.10) 

Ὢ Ὧ
Ⱦ

Ⱦ
       (5.11) 

Here, Ὢ  and Ὢ ȟ represent the severing rate and the rate of nucleation, respectively. ὅ is 

a typical cofilin concentration at which significant severing activity is observed. The 

constant, ”ȟ is used for unit conversion, from concentration to barbed-end density. To 

calculate the volume of the growing spine in response to actin reorganisation events, we use 

ὄ and ὠ  as variables (see Appendix F for derivation of ὄ and ὠ ). This relationship is 

outlined in Equation 5.12: 

ὠ ὠ
 ɲ

         (5.12) 

Here, we use the values of  ɲ= 10/µm, ὠ= 0.07µm/s, and µm (Tania et al., 2013);  ɲ/50 = 

represents the membrane protrusion rate, and explains the membrane resistance. The  

density-velocity relationship is characterised by biphasic behaviour – for the small number 

of barbed ends, the membrane resistance limits the velocity, described as the decoherent 

system by Cherfils et al., 2011. For large barbed end density or the coherent mode, the rate 

of protrusion is not sensitive to the number of barbed ends (Cherfils & Zeghouf, 2011).  

We extracted Equation 5.13 from Rangamani et al.’s work (2016). They explain the 

relationship between spine size and edge pushing velocity. This equation demonstrates that 

the increase in spine size is proportional to the increase in actin barbed ends and that the 
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decrease is proportional to the amount of phosphorylated myosin. Equation 5.13 explains the 

rate of change for spine radius Ὑ (see Appendix F for derivation of Ὑ); 

ὠ Ὧ ὓὒὅὑᶻὙ        (5.13) 

We use our model to find the intuitive and simple network arrangement that regulates 

transient and sustained changes in the dendritic spine’s volume and overall spine dynamics. 

The high concentration of actin in the dendritic spine ensures that the generation of barbed 

ends increases and that the system is in a coherent mode (Lacayo et al., 2007). We list kinetic 

parameter values and initial concentrations in Table 13. 
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Table 13 Initial conditions and kinetic parameters for the generation of actin barbed 

ends 

Description Symbol Value Reference 

Ageing of new F-actin ὊὥὧὸὭὲ  

Ὧ  

1.0 µM 

0.001/sec 

(Tania et al., 2013) 

Formation of G-actin from F-actin Ὧ  

Ὧ  

ὅ 

0.1/sec 

0.01/sec 

0.1 µM 

Barbed ends (initial concentration) ὄ 30 µM 

Pushing barbed ends (initial 

concentration) 

ὄ  1 µM (Rangamani et al., 

2016) 

Membrane velocity (initial 

concentration) 

ὠ  0.07µm/sec (Tania et al., 2013) 

Membrane protrusion rate  ɲ 10/µm 

Membrane resistance µm/50  

Rate of severing Ὧ  0.0002/sec 

Rate of nucleation Ὧ  15.3/sec 

Unit conversion from concentration 

to barbed-end density 

” 106/µM 

Barbed end-capping rate Ὧ  0.04/sec 

Spine shrinkage rate Ὧ  0.01/µM/sec 

AMPA insertion rate Ὧ  0.5/sec (Czöndör et al., 

2012) 

 

5.1.3  Sustained change in spine volume in response to AMPARs insertion 

into plasma membrane 

Levels of synaptic AMPAR determine the strength of a synapse (Matsuzaki et al., 2001): 

they also determine synaptic stability (Zheng, Jeyifous, Munro, Montgomery, & Green, 
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2015). Consistent with Suresh et al.’s (2017) work, we model increased levels of AMPARs 

and attachment with an anchor to represent the progressive stability of the dendritic spine. 

We include the AMPARs’ insertion and anchor attachment effect on spine size (Equation 

5.14), where the rate of change of spine radius Ὑ  elucidates the sustained change in spine 

size. We use the AMPARs insertion rate, Ὧ , with a value of 0.5/sec (Czöndör et al., 

2012).  

ὠ Ὧ ὓὒὅὑᶻὙ Ὧ ὃὓὖὃȟ ȟ    (5.14) 
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5.2 Computational experiments  

We investigate the following effects:   

(1) CaMKII dynamics and sensitivity to dendritic spine size on Ca2+ signalling (Section 

5.2.1),  

(2) Cdc42 dynamics and contribution to the establishment of transient dendritic spine 

enlargement (Section 5.2.2),  

(3) Rho GTPase dynamics and the role of myosin in the dendritic spine compaction rate 

(Section 5.2.3),  

(4) Cofilin regulation and its contribution to actin severing and depolymerisation (Section 

5.2.4),  

(5) the role of actin modulators and kinetic parameters on actin nucleation and capping 

(Section 5.2.5) and  

(6) the role of AMPARs insertion in the establishment of sustained dendritic spine 

enlargement on Ca2+ signalling. 

We use a different protocol for the Extended-spine model. Here we use two, instead of three, 

tetanic stimuli as Ca2+ (12 µM) inputs: we use these for 3 sec, and an interstimulus interval 

of 5 minutes. The simulation runs for 15 minutes (900 sec).  

We characterise the single dendritic spine dynamics and different protein activities using 

time-concentration or a time-radius curve, derived in Appendix F (Heinrich, Neel, & 

Rapoport, 2002). For output, we use three measures of the curve; (1) We use the time to peak 

signal to analyse the time point at which the maximum signal is achieved; (2) We use the 

area under the curve to observe the overall signal triggered during the observation period and 

for the Ὥ  species, given by Ὅ in Equation 5.15.  

(3) The time of signalling is represented as † and explains the average time of the signal. 

This is described in Equation 5.16.  

Ὅ ᷿ ὢ ὸὨὸ     (5.15)

 †  
᷿

     (5.16) 
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5.2.1  CaMKII dynamics and changes in spine size 

CaMKII dynamics are more sensitive to phosphatases than any other biomolecule in the 

dendritic spine. Phosphatases are considered pervasive in their role in dephosphorylation. 

CaMKII dynamics are sensitive to both PP1 and calcineurin activity. Our model predicts that 

the CaMKII transition timescale is particularly sensitive to phosphatase concentration 

(Figure 5.3a). However, changes in the dendritic spine are sensitive to both CaM (Figure 

5.3b) and initial calcineurin concentration (Figure 5.3c). Even though there are multiple 

immediate steps between CaMKII activation and memory formation, PP1 inhibition, coupled 

with sustained CaMKII activation, is reported to prolong memory (Bhattacharyya et al., 

2020). Cross-talk between CaMKII and PP1 may be the most critical step in regulating 

learning and the formation of memory.  

Figure 5.3 (a) 
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Figure 5.3 (b) 

 

Figure 5.3 (c) 

 

Figure 5.3 (a) Initial concentration of CaM regulates CaMKII dynamics. Not enough CaMKII is activated if 

the CaM concentration is too low (b) CaM concentration also affects PP1 dynamics. If the CaM concentration 

is low, PP1 will not be activated which is necessary for  CaMKII dephosphorylation, resulting in sustained 

CaMKII activation. (c) CaMKII dynamics change with changes in Il1 concentration – sustained activation of 

CaMKII is observed with a low concentration of Il1. A high concentration of I1 results in transient activation 

of CaMKII. 
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Figure 5.4 (a) 

 

Figure 5.4 (b) 
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Figure 5.4 (c)

 

 

Figure 5.4 (d) 
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Figure 5.4 (e) 

 

Figure 5.4 CaMKII dynamics and its associated effects on spine radius change. This is the normalised 

change in spine radius and does not  signify an absolute change in the radius of the spine. Effect of (a) CaM, 

(b) calcineurin, and CaMKII-F-actin (d) initial concentrations have a significant impact on spine radius change. 

The concentration-dependent change on spine radius due to (c) PP1, and (e) CaMKII-G-actin, is small.  

5.2.2 Cdc42 alters the dynamics of spine size 

Cdc42 dynamics show sensitivity towards the changing concentrations of GEFs. Our model 

predicts that a decreased level of Cdc42 will have a minimal impact on spine volume (Figure 

5.5a). Our model only explains the effects on the dynamics of a single dendritic spine; the 

real dynamics at the neuron and tissue levels may be very different from what we examine 

in the model. Similarly, our model predicts  that Arp2/3 also does not  have a substantial 

effect on spine volume change (Figure 5.5b). 
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Figure 5.5 (a) 

 

Figure 5.5 (b) 

 

Figure 5.5 Effect of Cdc42 and Arp2/3 on spine volume change. (a) Changes in Cdc42 concentrate do not 

have significant impact on spine volume (b) Alone Arp2/3 has little impact on spine volume change.  
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5.2.3 Rho and Myosin modification 

The inhibition of Rho leads to diminished myosin activity because Rho modulates the 

myosin, resulting in a condition where the spine volume increases but decreases very slowly 

or not at all (Figure 5.6). Even though the role of myosin has been verified using blebbistatin, 

a myosin inhibitor (Ryu et al., 2006), we predict that upstream regulators of myosin activity 

alter spine compaction.  

Figure 5.6 (a) 

 

 

 

 

 

 

 

 

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0 100 200 300 400 500 600 700 800 900 1000

S
p

in
e
 r

a
d

iu
s 

Time (sec)

Rho = 0 µM Rho = 1 µM



126 
 

Figure 5.6 (b) 

 

Figure 5.6 (c) 

 

Figure 5.6 Effect of Rho, ROCK and MLCK on spine volume change. For transient decrease in the spine 

size, (a) Rho and (b) ROCK are required. (c) MLCK plays a critical role in regulating spine volume. An absence 

of, or diminishing MLCK activity, results in a sustained increase in spine volume. 
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5.2.4  Cofilin regulation 

Cofilin plays an active role in our model: it is used to explain actin depolymerisation and 

severing. Our model confirms that an absence of cofilin causes unstable actin dynamics that 

will disturb the actin remodelling equilibrium during changes to spine volume (Figure 5.7a) 

(Bosch et al., 2014; Lauterborn & Gall, 2017). The inhibition of cofilin activity eliminates 

the ability to sever nascent actin filaments and generate new barbed ends: the effect of actin-

mediated pushing occurs through the generation of barbed ends (Figure 5.7b). 

Pharmacological inhibition studies show that cofilin activity is significantly enhanced in the 

spine 20 seconds after stimulation. The inhibition of cofilin causes minimal impact on the 

enlargement of the spine (Bosch et al., 2014). 

Figure 5.7 (a) 
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Figure 5.7 (b) 

 

Figure 5.7 Effect of cofilin on spine volume and actin remodelling. (a) Cofilin has a significant impact on 

spine volume dynamics. Our model confirms that cofilin acts as a regulator of spine dynamics. (b) When both 

cofilin and Arp2/3 are removed, the number of barbed ends and pushing barbed ends decrease to zero very 

rapidly: this is because all  barbed ends get capped.   

5.2.5  Actin modulators and myosin-mediated contractions 

We include G-actin and F-actin dynamics in our model to extend Tania et al.’s (2013) model 

of actin dynamics. Their model predicts that the inhibition of polymerisation will result in a 

minor surge in spine volume. Experimental findings confirm that when applied within 30 

seconds to 2 minutes, the polymerisation inhibitor latrunculin A, interrupts the increases in 

F-actin that are usually seen in spine expansion (Rex et al., 2010). However, our model 

predicts that removing actin capping results in an increase in barbed end production and 

larger spine volume thus, affecting spine dynamics (Figure 5.8a). Therefore, filament 

capping is an essential step in regulating spine dynamics. Consistent with Arp2/3, the kinetic 

parameter for the nucleation of new barbed ends have only a minor effect because barbed 

ends are also produced by severing (Figure 5.8b, d). Similarly, no substantial effect is 
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observed due to filament ageing on barbed ends, pushing barbed ends and spine radius 

(Figure 5.8c) 
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Figure 5.8 (a) 

 

  

0

10

20

30

40

50

0 50 100 150 200 250 300 350 400

B
a

rb
e
d

 e
n

d
s 

(#
/µ

M
)

Time (sec)

kcap = 0/sec kcap = 0.1/sec

0

20

40

60

80

100

120

140

160

0 50 100 150 200 250 300 350 400P
u

sh
in

g
 b

a
rb

e
d

 e
n

d
s 

(
#
/µ

M
)

Time (sec)

kcap = 0/sec kcap = 0.1/sec

-1

0

1

2

3

4

5

6

7

0 50 100 150 200 250 300 350 400

S
p

in
e
 r

a
d

iu
s

Time (sec)

kcap = 0/sec kcap = 0.1/sec



131 
 

Figure 5.8 (b) 
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Figure 5.8 (c) 
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Figure 5.8 (d) 

 

 

Figure 5.8 Explanation of actin remodelling: (a) Spine dynamics are regulated by capping rate. Changing 

▓╬╪▬ to zero significantly increases the numbers of barbed ends, pushing barbed ends, and spine radius. (b) 

▓▪◊╬ and (c) ▓╪▌▄ do not have a substantial effect on barbed ends, pushing barbed ends, and spine radius. (d) 

▓▼▄○ performs a vital role in regulating barbed ends and spine radius.  
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Actin depolymerisation is another critical factor in actin remodelling. To study the effect of 

actin depolymerisation, we use Rangamani et al.’s (2016) approach. It defines the kinetic 

parameter, for the rate of depolymerisation Ὧ  introduced during the transformation of F-

actin to G-actin. The rate of depolymerisation impacts the number of pushing barbed ends 

the most (Figure 5.9a). However, the spine dynamics is not significantly affected by changing 

rates of depolymerisation: this result echoes experimental findings (Fujiwara et al., 2018) 

(see Figure 5.9b).  
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Figure 5.9 (a) 

 

 

Figure 5.9 (b) 

 

Figure 5.9 Effect of actin depolymerisation on spine radius. We examine the impact of increased 

depolymerisation on spine radius and pushing barbed end generation. (a) The number of pushing barbed ends 

decreased as the depolymerisation rate increased from 0 to 0.1/sec. (b) There was very little or no effect on 

spine radius for the same depolymerisation rates, because the system was in coherent mode.  
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Many factors contribute to the generation of barbed ends, severing, and polymerisation. 

Decreasing the polymerisation rate reduces the generation of the barbed end. Decreasing the 

velocity to zero the spine volume will plateau out. However, for shrinkage, an inward force 

is needed for pulling, which is provided by myosin. We suppose that a decrease in 

polymerisation and the absence of pulling created by myosin results in ὠ π. In other 

words, an actin pulling force is required for the radius to shrink (Figure 5.10a, b). 

Figure 5.10 (a) 
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Figure 5.10 (b) 

 

Figure 5.10 Myosin – contraction and actin polymerisation. Facilitated shrinkage of the spine occurs only 

if actin depolymerisation happens (a) Pushing barbed ends will be produced (b) A decreased shrinkage rate, 

results in increases to the spine radius. 

5.2.6  AMPARs insertion and dynamics of spine size 

A key aim of our model is to explain the AMPARs’ mediated sustained increase in spine 

radius. We observe a delayed steady rise in Ὑ  in approximately 441 sec compared to the 

transient rise in spine radius (Figure 5.11). This observation is consistent with the insertion 

of AMPARs into the plasma membrane of the synapse, causing a reorganisation of the PSD 

during LTP.  
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Figure 5.11 Effect of AMPARs insertion into the plasma membrane which  leads to a sustained rise in 

spine radius. Significant difference observed where ╡╪□▬╪ the slight delayed increase in spine radius is due to 

AMPARs insertion.  

This sustained spine radius increase is ultra-sensitive to the rate of AMPARs insertion into 

the plasma membrane, Ὧ  (Figure 5.12). We changed the Ὧ  value from 0 to 1/sec to 

determine  the effect on spine radius. An increased AMPARs rate contributed to a sustained 

increase in spine size. In short, AMPARs trafficking plays an important role, dependent on 

the NMDAR – Ca2+ signalling.  

Our model predicts that spine enlargement precedes the recruitment of AMPARs by several 

minutes. This prediction is in line with the experimental studies (Kopec, Real, Kessels, & 

Malinow, 2007; McLeod et al., 2018). Our data strongly indicates that the recruitment of 

some AMPARs is required before structural plasticity can occur.  
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Figure 5.12 Sensitivity of spine radius with the rate of AMPARs insertion ▓╪□▬╪. An increase in the 

AMPARs rate contributes to sustained increases in spine size. 
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5.3 Discussion and summary 

In this chapter we have presented an Extended-spine model that dynamically explains the 

events affecting transient and sustained changes in the spine. Our model associates the 

physical and structural aspects of synaptic plasticity with spine dynamics. We have identified 

that a simple activation-inhibition loop can be used to investigate the dynamics of kinases 

like CaMKII, the RhoGTPases-Rho and Cdc42, and actin remodelling. We have shown that 

spine dynamics are strongly controlled by actin remodelling once the barbed end generation 

is in the coherent regime. Hence, the source of natural robustness lies in the interface between 

actin barbed end generation and the signalling cascade, regardless of the sensitivity of the 

model to kinetic parameters. 

Our model focuses on spine dynamics for a 10 to 15-minute timescale. The model can be 

improved by further research. Presently, our model interprets the physical and structural 

aspects of spine dynamics. It is a decent basis for modelling spine dynamics because the 

spine acts as an isolated compartment for signalling in the 10- to 15-min timescale, with an 

average of sub-micrometre in diameter and sub femtoliter in volume (Colgan & Yasuda, 

2014). The rapid activation and fast decay of small GTPases, within a timeframe of 3 minutes 

and 10 – 12 minutes, respectively, indicate that a well-mixed assumption is reasonable for 

this timescale (Bezeljak et al., 2020; Palsuledesai et al., 2018).  

Rho GTPases, cofilin and myosin IIb spatially regulate dendritic spine volume in the 

postsynaptic and neighbouring spines (Noguchi et al., 2016). Our model supports the finding 

that spatial compartmentalisation of signalling and shape can change the activation dynamics 

of different signalling molecules in cell motility (Buracco, Claydon, & Insall, 2019; 

Checchetto et al., 2017). Biophysical studies have shown that plasma membrane interactions 

with proteins not only stimulate a curvature but also, change the plasma membrane properties 

(Miermans et al., 2017; Yasuda, 2017). However, the role of these critical interacting factors 

in spine dynamics is still as yet unidentified.  
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Chapter 6 

6 Conclusion and Future Directions 

 

In this thesis, we have used mathematical modelling to develop our understanding of the 

relationship between physical and structural plasticity. We have investigated selected STC 

pathways reported in multiple studies and evaluated their physical and structural 

characteristics on the postsynaptic Ca2+ influx. We extended our research by investigating 

morphological changes within a single dendritic spine by adding AMPARs anchoring and 

small RhoGTPases. We also introduced variables to explain the contribution of critical 

parameters involved in the sustained increase in the size of the dendritic spine. In this chapter, 

we provide an overview of our work, summarise the main contributions and propose several 

avenues that future research could take.  

6.1 Overview of the study  

The first objective of this research was to investigate and determine the relationship between 

STC pathways and synaptic plasticity (as discussed in Chapter 3). To accomplish this task, 

we developed a mathematical model based on Frey and Morris’ (1997) STC hypothesis. This 

model integrates the major reported networks involved in synaptic tagging. We used this 

model to explore the events associated with synaptic tagging candidates and evaluated them 

against the STC hypothesis assumptions. This model integrates three steps: (1) The activation 

of kinases (CaMKII, PKA, MAPK/ERK) in response to initial stimulation; (2) The initial 

setting of tags and the effect on overall TAG strength; and (3) The induction of L-LTP with 

protein synthesis. We used the model to analyse each tagging candidates’ behaviour (Tag1, 

Tag2, Tag3, and Tag4) against the criteria outlined in the STC hypothesis. Our model has 

shown that while CaMKII activation (Tag1) is critical for the setting of the initial tag, the 

stability of a synaptic tag depends upon coordinated activity with other kinases and 

biochemical pathways. PKA modulates NMDAR-mediated Ca2+ signalling; we argue that it 

is likely that PKA and CaMKII act in concert in the process of tagging. Indeed, it has been 



142 
 

reported that the inhibition of PP1 by PKA triggers CaMKII signalling by preventing the 

dephosphorylation of CaMKII during the expression of L-LTP.  

Our model predicts that PKA activation is essential for L-LTP expression, which strongly 

suggests that PKA mediates tagging and capture processes. Furthermore, we predict that L-

LTP, induced by simulated tetani, is the most sensitive to kinetic parameters in the MAPK 

(Tag3) cascade. The kinetic parameters may serve as physiological control points regulating 

L-LTP induction. Changing the interactions of MAPKK or Raf with other proteins, or their 

intercellular distribution could alter the available concentrations of these enzymes or their 

catalytic efficiencies. The simulation shows that the L-LTP’s sensitivities to variations in 

specific kinetic parameters, such as dephosphorylation constants for MAPKK and Raf, are 

substantial.  

The second objective of this research was to investigate the effects of actin remodelling and 

AMPARs anchoring on spine dynamics. To explore this objective, we expanded the model 

developed for objective 1 by including critical components of actin remodelling and 

AMPARs anchoring in the model. We focused on crucial Rho GTPases related to NMDAR-

mediated Ca2+ dynamics in the dendritic spine. We used selective AMPARs trafficking 

networks to explore the impact of AMPARs anchoring on dendritic spine dynamics and 

provided details about model integration, including parameter calibration and estimation 

using COPASI®
. We have demonstrated that AMPARs insertion into the synaptic membrane 

plays a critical role in altering spine over spine shape and size in response to stimulation. We 

obtained favourable results, meaning that AMPARs play an important role in changing spine 

shape and size. We added an anchor as a protein to our model to observe the binding strength 

and its importance at the synaptic level. Our model confirms that AMPARs are anchored in 

the PSD via scaffolding proteins and cytoskeletal elements; this process ensure reliable 

synaptic transmission. 

The third objective was to study the basis of NMDAR/Ca2+-mediated transient and sustained 

dendritic spine expansion. We introduced critical variables to the extended model to analyse 

the contribution of significant events leading to dendritic spine structural change. Our model 

associates the physical and structural aspects of synaptic plasticity in terms of spine 
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dynamics. We have identified that a simple activation-inhibition loop can be used as 

paradoxical signalling to investigate the dynamics of kinases like CaMKII, the RhoGTPases-

Rho and Cdc42, and actin remodelling. We have explained that spine dynamics is controlled 

strongly by actin remodelling once the barbed end generation is in the coherent regime. The 

interface between actin barbed end generation and signalling provides a form of natural 

robustness, regardless of model sensitivity to kinetic parameters. 

6.2 Major experimental highlights of the computational models 

6.2.1 The STC model 

¶ Our model confirms that CaMKII dynamics depend on CaM concentration. A low 

concentration of CaM has little or no effect on CaMKII in terms of activation 

(Otmakhov, Regmi, & Lisman, 2015).  

¶ Model simulations show the sensitivity of CaMKII with the changing concentration 

of PP1, resulting in the deactivation of CaMKII. We obtain transient CaMKII 

activation by changing the amount of PP1 in the system. Transient CaMKII dynamics 

are  associated with a synaptic tag, in this case, Tag1 (Sanhueza & Lisman, 2013).  

¶ Our results support prior evidence which shows that Tag1 is independent of the 

protein synthesis phase (Govindarajan, Israely, Huang, & Tonegawa, 2011). The 

overall TAG started decaying once it reached the protein synthesis phase, L-LTP. 

¶ Our model suggests that the PKA and ERK/MAPK molecular pathways are 

implicated in the activation of transcription factors associated with new gene 

expression. Thus, both have been associated with the induction and maintenance of 

L-LTP. Similarly, PKA also accelerates extracellular-signal-regulated protein kinase 

(ERK) nuclear translocation, which leads to cAMP-response-element binding 

(CREB) protein phosphorylation (Impey et al., 1998; Zhang et al., 2017). Therefore, 

PKA, directly and indirectly, activates CREB 



144 
 

6.2.2 The Spine model 

¶ Since LTP is expressed as an increase in the number of AMPARs at synapses, the 

activation of NMDARs could facilitate AMPARs trafficking. Our model indicates 

that levels of synaptic AMPAR determine the strength of a synapse (Helfer & Shultz, 

2018; Matsuzaki et al., 2001) which is associated with synaptic stability (Grutzendler, 

Kasthuri, & Gan, 2002; A. J. Holtmaat et al., 2005; Trachtenberg et al., 2002). 

¶ Our model result indicates that the stability of the AMPARs complex with the anchor 

is critical for synaptic accumulation and insertion which leads to alterations in 

synaptic size and shape.  

¶ Sensitivity analysis (Appendix D) results show that Cdc42 dynamics are largely 

robust to all parameters; Rho-activity is sensitive to parameters associated with 

CaMKII activation and inactivation. Once CaMKII is activated, it must relay its 

signal to other downstream proteins that are more directly responsible for spine 

modification. Among these downstream protein targets, we observe the effect of 

CaMKII activation on Rho and Cdc42; these proteins are required for the 

modification of the actin cytoskeleton, which serves as the primary structural 

component of spines (Yasuda, 2017). 

6.2.3 The Extended-spine model 

¶ Our model predicts that the CaMKII transition timescale is particularly sensitive to 

PP1 concentration. However, changes in the dendritic spine are sensitive to both CaM 

and initial calcineurin concentration. Even though there are multiple immediate steps 

between CaMKII activation and memory formation, PP1 inhibition, coupled with 

sustained CaMKII activation, is reported to prolong memory (Bhattacharyya et al., 

2020). 

¶ The kinetic parameter, for the rate of depolymerisation Ὧ , is introduced during 

the transformation of F-actin to G-actin. In the model, the rate of depolymerisation 

impacts the number of pushing barbed ends the most. However, the spine dynamics 
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are not significantly affected by changing rates of depolymerisation: this result echoes 

experimental findings (Fujiwara et al., 2018). 

¶ Our model predicts that spine enlargement precedes the recruitment of AMPARs by 

several minutes. This prediction is in line with the experimental studies (Kopec, Real, 

Kessels, & Malinow, 2007; McLeod et al., 2018). Our data strongly indicates that the 

recruitment of some AMPARs is required before structural plasticity can occur.  
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6.3 Contributions 

This thesis makes several significant contributions. These are:   

¶ The development of a mathematical model, based on experimental data and 

observations, which represents a network of essential STC pathways that link 

physical and structural aspects of synaptic plasticity.  

¶ An advanced understanding of STC pathways, In particular, it provides new insights 

about the setting and decay of the synaptic tag coupled with structural and functional 

properties. The thesis has predicted and evaluated essential aspects of synaptic 

tagging candidates on the physical characteristics of STC. 

¶ An advanced understanding of actin remodelling components and AMPARs which 

provides insight into cytoskeletal remodelling. We have predicted that AMPARs play 

a role in the anchoring network and contribute to activity-dependent structural 

changes in the PSD.  

¶ An extension of the Spine model. The Extended-spine model evaluates and explains 

the essential components of synaptic plasticity involved in the sustained postsynaptic 

expansion of the dendritic spine.  

¶ We have identified the importance of AMPAR anchoring to the delayed sustained 

postsynaptic expansion of the dendritic spine. We have highlighted its importance 

through our inclusion in the spine enlargement model.  

  



147 
 

6.4 Future Directions 

Several lines of inquiry have emerged out of this research:  

¶ The STC hypothesis provides a theoretical framework for analysing how PRPs are 

captured and maintain such long-lasting synaptic plasticity. Our model does not  

include one of the critical spatial heterosynaptic phenomenon, known as “inverse 

tagging”. It is still unknown what the essential spatial rules of inverse tagging are. 

Including inverse tagging in this  model would increase understanding of spatial 

components of memory formation. 

¶ Dendritic spines are incredibly dynamic. The morphology of dendritic spines can be 

modified by changes in synaptic activity (Hering & Sheng 2001, Holtmaat, Wilbrecht 

et al. 2006, Roberts, Tschida et al. 2010). We have explained these morphological 

changes by adding key components of spine dynamics. However, the role of critical 

interacting factors like Arc, PKMzeta, in spine dynamics is, as yet unidentified. Other 

models are required to clarify cross-talk between the dendritic shaft and coupling 

between antagonistic activities exhibited by the same factors at different spatial 

concentrations and compartment. 

¶ Although the primary cellular events that underlie the transient and sustained change 

in the size of the dendritic spine are explained in our spine enlargement model, the 

mechanisms that underlie these changes are still not fully understood. Significant 

work remains to be done, including further explanation of the signalling molecules 

downstream of AMPARs, especially those that regulate metabotropic signalling.  

¶ Our model has shown that the dual characteristics of spine dynamics that are crucial 

for the maturity of neurons. Our spine enlargement model could be extended for LTD 

induction as per experimental findings to explain the transient and sustained decrease 

in the spine size. Such work would ultimately demonstrate the activity-dependent 

balance in a single dendritic spine. The model can be extended with pharmacological, 

genetic and electrophysiological manipulation to provide memory researchers with 

novel challenges. 
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6.5 Conclusion 

Synaptic tagging is a coordinated activity that involves the interaction of two or more 

molecules. It is essential to understand how these activity-dependent synaptic alterations 

individually and collectively affect synaptic tagging and how these changes are associated 

with morphological changes. However, it is expensive and challenging to review these 

aspects experimentally. Computational simulation and mathematical modelling offer viable 

alternatives for investigating the memory framework. Researchers can explore physical and 

structural elements using simulation experiments. In this thesis, we have developed an 

integrated semiquantitative mathematical model of a single dendritic spine and investigated 

the functional and structural aspects of synaptic plasticity. We have explored the STC 

coordinated networks and linked them with the essential components of spine dynamics to 

study morphological changes in the dendritic spine. We have explained that spine dynamics 

are strongly controlled by actin remodelling and AMPARs anchoring with scaffolding 

proteins at the postsynaptic membrane. 
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Appendix A 

Synaptic transmission 

The cellular basis of learning, thinking, movement control, and normal functioning of the 

brain is dependent on the efficient communication between neurons. Synapse is the site 

where signals transmit through to postsynaptic neurons. The signals transmit to postsynaptic 

neurons. To understand the connectivity among neurons at the micro-level, synapse is the 

most critical functional unit that enables chemical and electrical communication between 

neurons. A single synapse can be defined into three functional spaces: the presynaptic 

terminal, the synaptic cleft, and the postsynaptic terminal.  

The action potential triggers the electric impulse, received by the presynaptic terminal, 

starting from the neuronal body and goes across the axon. Once the action potential reaches 

the axon terminal, the neurotransmitter (such as dopamine, serotonin, glutamate, GABA) 

release occurs from a sac-like structure called vesicles. The vesicles have unique features, 

and due to their lipoprotein membrane makeup, they can be considered as cell organelles. 

Interestingly, vesicles require particular transporters to be transported in the direction of the 

presynaptic membrane. After reaching the presynaptic membrane, neurotransmitter release 

occurs into the synaptic cleft. Once released, the vesicles go through exocytosis, 

reabsorption, and are incorporated into the vesicle. Calcium ions play a crucial role in vesicle 

exocytosis process.  

The synaptic cleft is a physical space between post- and presynaptic neurons where 

neurotransmitters, neuropeptides, and neuromodulators are released. These neurotransmitters 

and neuropeptides modulate slow or fast synaptic transmission and leave long-lasting effects 

on the postsynaptic neurons. Reuptake of neurotransmitters into the presynaptic occurs 

through specific transporters. These transporters modulate neurotransmitters both in the 

synaptic cleft and in the postsynaptic neurons.  

The synaptic transmission goes through the synaptic cleft to the postsynaptic neuron. The 

receptor-mediated signalling is produced with the transportation of neurotransmitter from the 

presynaptic neuron to the postsynaptic neuron to establish neural communication. The 
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receptors present on the neuron-surface employ four critical molecular mechanisms for the 

transmembrane signalling: ligand-gated ion channels, receptors with intrinsic guanylyl 

cyclase activity, those with tyrosine kinase activity and G-protein-coupled receptors.  

 

Figure A1 Synaptic transmission (1) Action potential causes an influx of Ca2+ ions into the 

presynaptic neurons through calcium ion channels. (2) Ca2+ ions stimulate the release of 

neurotransmitters from the vesicles at the synaptic cleft. (3) The released neurotransmitter 

then diffuse across the synaptic cleft and attaches with the ligand-gated channels present at 

the PSD. (4) Opening of ligand-gated channels causes induction of postsynaptic potential 

(PSP) in the postsynaptic neuron.  

Cross-talk can occur between intracellular signalling pathways. Any biomolecular 

dysfunction in any of the steps of the synaptic transmission often is the source of neurological 

dysfunction and disorders. The particular characteristics of synapses in children and 

adolescents contribute to specific neurological symptoms at different developmental stages. 
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Appendix B 

Histone acetylation by cooperation between CREB and CBP 

Multiple acetylation reactions are believed to induce an “open” chromatin conformation 

allowing gene induction (Zentner & Henikoff, 2013). The model assumes the sequential 

acetylation reactions with four differential equations and a conservation equation describing 

the kinetics of five histone states (0 to 4 acetylation reactions). The first-order constant for 

acetylation, Ὧ , and deacetylation reaction, Ὧ , applies to all acetylated states.  

The scheme of chemical reactions are given below: 

ὃὅᴼὃὅρ O ὃὅςO ὃὅσO ὃὅτO ὋὖὙὕὈ  

The relevant differential equations for acetylation reaction are described below: 

 

Ὧ ὃὅρ  Ὧ ὃὅς    (B1) 

Ὧ ὃὅρ Ὧ ὃὅρ  

 

Ὧ ὃὅς  Ὧ ὃὅσ    (B2) 

Ὧ ὃὅρ
ὃὅρὝὊρὖ

ὝὊρὖ ὑ

ὝὊςὖ

ὝὊςὖ ὑ
Ὧ ὃὅς 

 

Ὧ ὃὅσ  Ὧ ὃὅτ    (B3) 

Ὧ ὃὅς
ὃὅρὝὊρὖ

ὝὊρὖ ὑ

ὝὊςὖ

ὝὊςὖ ὑ
Ὧ ὃὅσ 
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  Ὧ ὃὅσ  Ὧ ὃὅτ    (B4) 

ὃὅ ὃὅ ὃὅτ ὃὅσ ὃὅς ὃὅρ     (B5) 

Table B 1 Kinetic parameters and Initial concentrations for the Model 

Description Symbol Values Reference 

Adenyl Cyclase concentration (Total) ὃὅ  1.0 µM (Smolen et al., 

2006) Reaction rate constants ὑ  

ὑ  

1.0 µM 

1.0 µM 

First-order constant for acetylation Ὧ  0.083/sec 

First-order constant for deacetylation Ὧ  0.00167/sec 

 

Smolen, P., Baxter, D. A., & Byrne, J. H. (2006). A model of the roles of essential kinases 

in the induction and expression of late long-term potentiation. Biophysical journal, 90(8), 

2760-2775.  
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Appendix C 

Simulation tools 

Table C 1 Simulation tools 

A. General-purpose simulation tools 

Tool Freeware Website 

MATLAB  http://www.mathworks.com  

Mathematica  http://www.wolfram.com/mathematica  

Python √ https://www.python.org  

XPPAUT √ http://www.math.pitt.edu/~bard/xpp/xpp.html 

R √ https://www.r-project.org/about.html 

B. Biological specific simulation tools 

Tool Simulation algorithm Interface for 

model 

development 

Freeware Website 

Deterministic Stochastic 

Cell 

Designer 

√  GUI √ http://www.celld

esigner.org/ 

COPASI √  GUI √ http://copasi.org

/ 

VCell √ √ GUI √ https://vcell.org/ 

MCell  √ CellBlender √ https://mcell.org

/ 

BioNetGen √ √ GUI √ https://www.csb.

pitt.edu/Faculty/

Faeder/?page_id

=409 

http://www.mathworks.com/
http://www.wolfram.com/mathematica
https://www.python.org/
http://www.math.pitt.edu/~bard/xpp/xpp.html
https://www.r-project.org/about.html
http://www.celldesigner.org/
http://www.celldesigner.org/
http://copasi.org/
http://copasi.org/
https://vcell.org/
https://mcell.org/
https://mcell.org/
https://www.csb.pitt.edu/Faculty/Faeder/?page_id=409
https://www.csb.pitt.edu/Faculty/Faeder/?page_id=409
https://www.csb.pitt.edu/Faculty/Faeder/?page_id=409
https://www.csb.pitt.edu/Faculty/Faeder/?page_id=409
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Smoldyn  √ CLI √ http://www.smol

dyn.org/ 

STEPS  √ Python √ http://steps.sour

ceforge.net/STE

PS/default.php 

Chemesis √  GENESIS √ http://krasnow1.

gmu.edu/CENla

b/software.html 

MOOSE √ √ Python √ https://moose.nc

bs.res.in/ 

NEURON √ √ GUI-CLI √ https://neuron.ya

le.edu/neuron/ 

NeuroRD  √ Xml files √ http://krasnow1.

gmu.edu/CENla

b/software.html 

 

 

 

 

 

 

 

 

 

http://www.smoldyn.org/
http://www.smoldyn.org/
http://steps.sourceforge.net/STEPS/default.php
http://steps.sourceforge.net/STEPS/default.php
http://steps.sourceforge.net/STEPS/default.php
http://krasnow1.gmu.edu/CENlab/software.html
http://krasnow1.gmu.edu/CENlab/software.html
http://krasnow1.gmu.edu/CENlab/software.html
https://moose.ncbs.res.in/
https://moose.ncbs.res.in/
https://neuron.yale.edu/neuron/
https://neuron.yale.edu/neuron/
http://krasnow1.gmu.edu/CENlab/software.html
http://krasnow1.gmu.edu/CENlab/software.html
http://krasnow1.gmu.edu/CENlab/software.html
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Appendix D 

Sensitivity analysis 

Table D 1 Sensitivity to initial conditions (Yes =Y, No = N) 

Index Component CaMKII Cdc42 Rho Radius 

1 Cofilin Y N N N 

2 Arp2/3 Y N N N 

3 Calcineurin Y N N N 

4 CaMKII-F-actin Y N Y N 

5 CaMKII-G-actin Y N Y N 

6 Cdc42 GTP Y Y N N 

7 Cdc42 GEF N N N N 

8 Il1 N N Y Y 

9 LIMK Y N N N 

10 MLCK N N N N 

11 MP Y N N N 

12 PP1 Y N Y N 

13 Rho GAP N N N N 

14 Rho GEF N N N N 

15 Rho GDP N N N N 

16 ROCK N N Y Y 

17 SSH1 Y N N Y 

18 WASP Y Y N N 

19 AMPAR Y N N Y 
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Table D 2 Sensitivity to initial conditions (Yes =Y, No = N) 

Index Component CaMKII Cdc42 Rho Radius 

1 Ὧ  N N N N 

2 Ὧ   N N N Y 

3 ὠ N N N Y 

4  N N N N 

5 Ὧ   N N N Y 

6 Ὧ   N N N N 

7 Ὧ   N N N N 

8 Ὧ   N N N N 

9 Ὧ   N N N N 

10 Ὧὥὴὴὥ  N N N N 

11 Ὧ for Arp 2/3 activation N N N N 

12 Ὧ for calcineurin activation by CaM N N N N 

13 Ὧ  for PP1 activation by Il1 N N N N 

14 Ὧ  for PP1 autodephosphorylation N N N N 

15 Ὧ  for CaMKII activation by CaM N N N N 

16 Ὧ  CaMKII autophosphorylation Y N N N 

17 Ὧ  CaMKII activation by PP1 Y N Y N 

18 Ὧ  Cdc42 activation by GEF N N N N 

19 Ὧ  Cdc42 GEF activation by 

CaMKII 

N N N N 

20 Ὧ  Cdc42 GEF inactivation by PP1 N N N N 

21 Ὧ  Cdc42 hydrolysis N N N N 

22 Ὧ  Cofilin activation by SSH1 N N N N 

23 Ὧ  Cofilin inactivation by LIMK N N N N 

24 Ὧ  Il1 inactivation by CaMKII N N N N 

25 Ὧ  LIMK activation by ROCK N N N N 
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26 Ὧ  MLC phosphorylation by ROCK  N N N N 

27 Ὧ  MP dephosphorylation N N N N 

28 Ὧ  MP inactivation by ROCK N N N N 

29 Ὧ  PP1 inactivation by CaMKII N N N N 

30 Ὧ  RhoGAP activation by CaMKII N N N N 

31 Ὧ  RhoGEF activation by CaMKII N N N N 

32 Ὧ  RhoGEF activity N N N N 

33 Ὧ Ca2+CaM binding  Y N N N 

34 Ὧ Arp 2/3 activation N N N N 

35 Ὧ CaMKII-F-actin binding N N N N 

36 Ὧ CaMKII-G-actin binding N N N N 

37 Ὧ WASP activation by Cdc42 N N N N 

38 Ὧ MLCK phosphorylation N N N N 

39 Ὧ MP basal activity N N N N 

40 Ὧ ROCK activation by Rho N N N N 

41 Ὧ ROCK inactivation N N N N 

42 ὑ  for CaMKII activation N N N N 

43 ὑ  for CaMKII autoactivation N N N N 

44 ὑ  for PP1 activation by Il1 N N N N 

45 ὑ  for PP1 autoactivation N N N N 

46 ὑ  for calcineurin activation by CaM N N N N 

47 ὑ  for calcineurin inactivation  N N N N 

48 ὑ  for CaMKII inactivation by CaM N N N N 

49 ὑ  for CaMKII inactivation Y N Y N 

50 ὑ  Cdc42 activation N N N N 

51 ὑ  Cdc42 GEF activation N N N N 

52 ὑ  Cdc42 inactivation Y N N N 

53 ὑ  Cdc42 hydrolysis N N N N 
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54 ὑ  Cofilin activation by SSH1 N N N N 

55 ὑ  Il1 activation by calcineurin N N N N 

56 ὑ  Il1 inactivation N N N N 

57 ὑ  LIMK activation by ROCK N N N N 

58 ὑ  LIMK inactivation by SSH1 N N N N 

59 ὑ  MLCK dephosphorylation N N N N 

60 ὑ  MP activation N N N N 

61 ὑ  MP inactivation N N N N 

62 ὑ  PP1 inactivation by CaMKII N N N N 

63 ὑ  RhoGEF inactivation N N N N 

64 ὑ  RhoGAP activation by CaMKII N N N N 

65 ὑ  RhoGTP by RhoGEF N N N N 

66 ὑ  RhoGTP hydrolysis N N N N 

67 ὑ  SSH1 dephosphorylation by 

CaMKII 

N N N N 

68 Ὧ for Ca2+CaM binding N N N N 

69 Ὧ CaMKII binding F-actin N N N N 

70 Ὧ CaMKII binding G-actin N N N N 

71 Ὧ Cdc42 WASP binding N N N N 

72 Ὧ ὓὒὅὑ  basal activity N N N N 

73 Ὧ MP basal activity N N N N 

74 Ὧ ROCK activation by Rho N N N N 

75 Ὧ ROCK inactivation N N N N 

 

 

 

 



159 
 

Appendix  E 

A brief introduction to modelling chemical reactions 

Mass-Action Kinetics 

In mass action kinetics, an ordinary differential equation (ODE) is generated for each species 

(reactants and products) by applying mass-action kinetics for each reaction. According to the 

mass action rate law, the rate of a chemical reaction is proportional to the product of the 

concentration of the reactants raised to the power of their stoichiometric coefficients. Let us 

consider the simple reaction system: 

ὃ ὄ P ςὅ,     

The forward rates and reverse rates are Ὧ and Ὧ, respectively. The differential equations 

describing the dynamics of species ὃ, ὄ, and ὅ under mass-action kinetics are: 

Ὠὃ

Ὠὸ
Ὧ ὅ Ὧ ὃ ὄ 

Ὠὄ

Ὠὸ
Ὧ ὅ ᾯρὃ ὄ 

Ὠὅ

Ὠὸ
Ὧ ὃ ὄ Ὧ ὅ  

Mass-action kinetics are used in multiple scientific and research fields. In chemistry and 

chemical engineering, mass-action kinetics is used to describe the dynamics of systems of 

chemical reactions and reaction network models. These network models are the exclusive 

form of compartmental systems, which include energy- and mass-balance relations. Aside 

from their role in applied chemistry, mass-action kinetics have several analytical properties 

that are of fundamental importance from a dynamical systems perspective. 
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Michaelis-Menten Kinetics 

The Michaelis-Menten model is one of the most famous and straightforward approaches to 

explain enzyme kinetics. Consider a general scheme of enzyme-catalysed reaction with a 

substrate Ὓ binds reversibly to an enzyme Ὁ to form an enzyme-substrate complex ὉὛ. This 

complex irreversibly reacts to produce product ὖ and detach enzyme Ὁ. The following 

chemical equation represents the scheme of reactions: 

Ὁ ὛP ὉὛO Ὁ ὖ 

The Michaelis-Menten equation for the above reaction is given below: 

ὺ
ὠ Ὓ

ὑ Ὓ
 

The reaction rate is given as: 

ὨὛ

Ὠὸ

Ὧ Ὁ Ὓ

ὑ Ὓ

Ὠὖ

Ὠὸ
 

Here, ὠ  signifies the maximum velocity attained by the system when the substrate 

concentration is at maximum. ὑ , the Michaelis constant is the concentration of the substrate 

at which the velocity of the reaction is 50% of the ὠ . Ὓ, ὖ is the concentration of the 

substrate Ὓ and product ὖ, respectively. Ὧ  is the unimolecular rate constant of the ὉὛ 

complex dissociating to give free enzyme and product ὖ. 
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Appendix F 

Derivation of equation for ║▬, ╥□╫ and ╡ 

The equation for pushing barbed end (ὄ) is derived on the basis of conservation principle 

which means the total number of barbed ends should be conserved in the absence of capping 

of capping of barbed ends. The total number of barbed ends across the dendritic spine, 

including pushing barbed ends is given by: 

ὄ  ᷿ ὄὼȟὸὨὼ ὄ ὸ   F.1 

For conservation, it is necessary to enforce 

ὄ π,       ᵼ               ᷿ ὄὼȟὸὨὼ ὄ ὸ  F.2  

We know that density of barbed ends (unit: #/µm2) can be defined by following equation: 

 ὠὄ Ὧ ὄ ‖ Ὢ Ὢ   F.3 

Using F.3 and integrating over space, note that F.2 can be solved into following equations: 

Ὠ

Ὠὸ

Ὠ
Ὠὸ

ὄὼȟὸὨὼ  
ὄ
ὸ
ὨὼὄὼὩὨὫὩὸȟὸ

ὨὼὩὨὫὩ
Ὠὸ
 

ὼὩὨὫὩὸ

Њ

ὼὩὨὫὩὸ

Њ
 

    = ᷿ ὠ Ὠὼ ὠ Ȣὄὼ ὸȟὸ  

    = ὠπὄὼὩὨὫὩὸȟὸ ὄ Њȟὸ ὠάὦȢὄὼὩὨὫὩὸȟὸ 

    ὠ ὠ ὄὼ ὸȟὸȢ 

Thus for conservation, we get an ODE for the pushing barbed ends at time (t), ὄ ὸ, 

     ὠ ὠ ὄὼ ὸȟὸ   F.4 
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Here ὠ  is not a constant and depends on the pushing barbed ends and can be derived as an 

ODE given below: 

ὠ ὄ ὠ
ᶮ  

    F.5 

Similarly, recent study explains that the spine growth velocity , is dependent on the 

pushing barbed end velocity generated by actin and the dendritic spine shrinkage is of the 

spine proportional to the amount of MLCK that is phosphorylated and the radius of the spine 

(Erin et al., 2015).  We get the following equation: 

    ὠ Ὧ ὓὒὅὑᶻὙ 
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